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Introduction

Let X be a variety over a field k. An arc on X over k is a morphism of schemes
α : Spec(k[[t]]) → X. If X is defined by polynomials f1, . . . , fr ∈ k[x1, . . . , xN ]
inside ANk , then α corresponds to a solution of the system

f1(x1(t), . . . , xN (t)) = 0

. . .

fr(x1(t), . . . , xN (t)) = 0

(?)

in k[[t]]N . If k = C and the series x1(t), . . . , xN (t) are convergent, then one may
think of α as a parametrization of a germ of an analytic curve living on the
complex variety X. Similarly, for n ∈ N, an n-jet on X over k is a morphism
αn : Spec(k[t]/(tn+1))→ X, or, equivalently, a solution to (?) in (k[t]/(tn+1))N .
A 1-jet is nothing but a tangent vector to X; higher order jets may be thought of
as higher order infinitesimal information of X. Similar concepts are ubiquitous
throughout many different fields of mathematics, the jet bundle associated to a
fiber bundle in differential topology being just one example.

For n ∈ N the n-th jet space Xn of X is the scheme parametrizing jets of
order n on X. More precisely, Xn is the scheme representing the n-th jet functor

Y ∈ Schk 7→ Homk(Y ×k Spec(k[t]/(tn+1)), X).

For m > n, the natural maps k[t]/(tm+1)→ k[t]/(tn+1) induce truncation mor-
phisms πm,n : Xm → Xn. The arc space X∞ of X is defined to be the projective
limit X∞ = limnXn, which is again a scheme. In particular, X∞ satisfies

Homk(Spec(k), X∞) ' Homk(Spec(k[[t]]), X),

i.e. it parametrizes arcs on X. If X is positive-dimensional, then X∞ is a
non-Noetherian scheme of infinite dimension. The study of the geometry of Xn

and X∞ will be the main subject of this monograph. We assume the reader
to be familiar with commutative algebra and algebraic geometry at the level of
Grothendieck’s EGA. While we will introduce all the necessary definitions and
terminology related to the theory of arc spaces in Chapter 3, for a more com-
prehensive introduction we refer to the many surveys throughout the literature,
such as [Vey06; Mus07; Ish12; dFe18].

Let us first give a brief and by no means comprehensive overview of the
history of the study of jet and arc spaces and their geometry. One of the
first major works was [Nas95]. Written by Nash in 1968, a preprint was in
circulation soon thereafter, with the cited version published only much later in
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1995. Motivated by Hironaka’s then-recent proof of resolution of singularities in
characteristic 0, Nash conjectured a deep relation between certain components
of the arc space X∞ of a variety X and the essential divisors of X, which
are exceptional divisors appearing on every resolution of X. More precisely, let
SingX denotes the singular locus of X and π : X∞ → X the natural projection.
Nash proved that the spce of arcs centered at the singular locus π−1(SingX)
has only finitely many irreducible components and, moreover, that by lifting
resolutions of singularities of X to X∞, one obtains an injective map

{irreducible components of π−1(SingX)} → {essential divisors of X}. (??)

This map can be extended to positive characteristics by only considering those
components of π−1(SingX) which are not contained in (SingX)∞. Arcs not
contained in SingX are often called non-degenerate.

When X is a surface, its essential divisors correspond to the exceptional
components of the minimal resolution X ′ → X. In that case, Nash asked
whether the map (??) is a bijection; this question became known as the Nash
problem. After many partial results for various classes of surface singularities,
the Nash problem was fully solved only in 2012 by Bobadilla and Pe Pereira
in [BP12] (over algebraically closed fields of characteristic 0). Their proof is
topological in nature and uses lifting of convergent wedges, which should be
thought of as uniparametric families of arcs, together with the topological Euler
characteristic. A more algebraic proof was given later in [dFD16] from the point
of view of the minimal model program.

In higher dimensions the above map fails to be bijective in general; explicit
counterexamples were given in every dimension ≥ 3 (see for example [dF13]).
Nevertheless, there are several classes of varieties for which the map was verified
to be a bijection in all dimensions, for example toric varieties, see [IK03].

The space of arcs was also implicitly considered in the works of Kolchin et.
al. on differential algebra (see for example [Kol73]). In characteristic 0, a way of
constructing the arc space of a variety X is to consider the closure of the defining
ideal I(X) under some derivation D. In [Rib71a; Rib71b] and later [Voj07] the
positive characteristic case was treated by considering higher order derivations
instead. In particular, if X = Spec(A) is affine, then Xn = Spec(HSnk (A)),
where HSnk (A) is the universal algebra of higher derivations of order n, which
we call Hasse–Schmidt algebra. We will review this approach in Sections 2.1
and 2.2.

Originally introduced in a talk by Kontsevich in 1995 and further devel-
oped by Batyrev in [Bat98; Bat99] and Denef and Loeser in [DL99a; DL99b],
motivic integration is based on the idea of replacing the p-adic measure used
in p-adic integration with the so-called motivic measure, which is defined on
constructible subsets of X∞ and classically takes values in the completion M̂k

of the Grothendieck group of varieties. Crucial to some of the most important
applications of motivic integration was the study of the geometric properties of
jet and arc spaces. Of particular interest here is the following result in [DL99a]
(also referred to as the Denef–Loeser fibration lemma). In the context of this
monograph, this result should be understood as a regularity condition for non-
degenerate arcs.

Theorem ([DL99a, Lemma 4.1]). Let X be an algebraic variety over an alge-

braically closed field k which is equidimensional of dimension d. Denote by X
(e)
∞
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the subset of arcs having contact order ≤ e with SingX and by πn : X∞ → Xn

the natural projections. Then, for n� 0, the map

πn+1(X∞)→ πn(X∞)

is a piecewise trivial fibration over πn(X
(e)
∞ ) with fiber Adk.

Another important result proven in [DL99a] is a change of variables formula
for motivic integrals. Implicitly considered in this formula is what is now referred
to as Mather discrepancy k̂E for a divisor E on a (singular) variety X. It

is defined as k̂E = ordE(Jacf ), where Jacf is the Jacobian ideal associated
to a resolution of singularities f : Y → X. The Mather discrepancy as an
invariant of singularities and its connection to the space of arcs were studied in,
among others, [Ish13; dFEI08]. It is one example of an invariant obtained from
divisorial valuations, which themselves are closely related to the geometry of jet
and arc spaces, as explored for example in [Mus01; Mus02; ELM04; Ish08].

In contrast to the purely topological properties of arc spaces, the study of
their schematic structure is still a relatively recent development. One of the
first major results in that direction is the theorem of Drinfeld, Grinberg and
Kazhdan.

Theorem ([GK00; Dri02]). Let X be a scheme of finite type over a field k and
α ∈ X∞(k) a non-degenerate arc. Then we have an isomorphism of formal
neighborhoods

(̂X∞)α ' Ẑz ×∆N,

where Z is a scheme of finite type over k and ∆N = Spf(k[[tn | n ∈ N]]) (with
Spf denoting the formal spectrum).

One should note that this result is not a direct consequence of the Denef–
Loeser fibration lemma. The Drinfeld–Grinberg–Kazhdan theorem says that the
singularities of non-degenerate arcs are encoded in the finite-dimensional scheme
Z, which is sometimes referred to as a formal model of α. Formal models of arcs
on X and their relation to the singularities of X itself were studied by Bourqui
and Sebag in [BS17c; BS17b; BS17a; BS17d; BS19b], though this relation is still
far from being understood in its entirety.

Several attempts were also made to obtain a more global version of the
Drinfeld–Grinberg–Kazhdan theorem, most notably in [BNS16] and [Ngo17].
The main motivation in there is the expectation that there should exist a notion
of intersection complex on the space of arcs, which itself should be related to the
singularities of other infinite-dimensional spaces appearing in, among others, the
Geometric Langlands Program. A precise connection was established in [BNS16]
by defining a function on the stalks of the intersection complex of the formal
models of non-degenerate arcs.

Variants of the Drinfeld–Grinberg–Kazhdan theorem for spaces of formal
power series have also appeared in [BH10; HW]. We should also mention the
work of Reguera in [Reg06; Reg09] on the formal neighborhood of stable points,
which are the generic points of irreducible constructible subsets of the arc space.
In [MR18] it was shown that the embedding dimension of X∞ at stable points
corresponding to some divisorial valuation νE is related to the Mather discrep-
ancy k̂E , while the dimension of the local ring is bounded from below by the
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Mather–Jacobian discrepancy with respect to E. We will review this result in
Section 3.6.

The main goal of this monograph is to study the local schematic structure of
the space of arcs, hence in particular its singularities as a (non-reduced) scheme.
As the arc space is non-Noetherian in all interesting cases, there does not exist
a clear substitute for the étale topology1 and hence we will mainly study the
formal neighborhoods of arcs as in the Drinfeld–Grinberg–Kazhdan theorem.
Let us give a brief summary of each chapter.

One of the challenges of studying the formal neighborhoods of arcs α ∈ X∞
is that the underlying rings ÔX∞,α elude many of the common methods and
tools of commutative algebra. The main goal of Chapter 1 is thus to describe
these rings and provide suitable extensions of classical results. In Section 1.1 we
start by reviewing not necessarily adic formal schemes, with the main example
being formal completions of non-Noetherian k-schemes. We compare it with
some of the slightly differing definitions of formal schemes in the literature.

In Section 1.2, we first show that the natural topology on the formal power
series ring P̂ := k[[ti | i ∈ I]] is not adic if |I| = ∞. Indeed, if m̂ denotes

the maximal ideal of P̂ , then a neighborhood basis for 0 in P̂ is given by a
descending filtration

m̂ = m̂1 ⊃ m̂2 ⊃ m̂3 ⊃ . . . ,

strictly coarser than the usual m̂-adic filtration. However, this filtration is ap-
proximated by the adic filtration, in a sense we make precise in Section 1.3.
There we introduce the notion of quasi-adic rings as admissible topological rings
A such that, for every ideal of definition a ⊂ A, the quotient A/a is adic. We
then prove an extension of the classical Cohen structure theorem as follows.

Theorem A (1.3.35). Let (A,m,K) be a local quasi-adic ring which is equichar-
acteristic and let k be the prime field contained in A. Then there exists a efficient
formal embedding f of A, that is, a surjective map of topological rings

f : K[[ti | i ∈ I]]→ A

inducing an isomorphism on continuous cotangent spaces (see Definition 1.3.25).
Moreover, an efficient formal embedding f of A is an isomorphism if and only
if A is formally smooth over k.

Note that here formal smoothness is used to replace the condition of A being
a regular local ring as in the original Cohen structure theorem. We will also
briefly cover the case of mixed characteristic and show that, as in the Noetherian
case, there always exists a ring of coefficients for A.

It is a well-known fact that for any Noetherian complete local ring (A,m)

its m-adic completion Â is flat over A. In Section 1.4 we will prove the same
for the infinite-variate polynomial ring P = k[ti | i ∈ I] and its completion,

P̂ = k[[ti | i ∈ I]]. However, we will also give an example of a separated local

k-algebra A whose adic completion Â is not flat over A, showing that flatness
of the completion map is rather delicate in the non-Noetherian case.

In Section 1.5 we extend the Grauert–Hironaka division theorem as well
as the Buchberger criterion for standard bases to infinite-variate formal power

1For an in-depth discussion see [Ngo17].
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series. Note that we will always require the existence of a finite standard basis.
In that case, the proofs are straightforward, though some care has to be taken
when considering different monomial orders. We shall mention here that it is
not clear for which ideals of P̂ there exist a finite standard basis.

Finally, in Section 1.6 we consider ideals a of P̂ which are generated by
finitely many elements f1, . . . , fn ∈ a, which themselves only involve finitely
many variables of P̂ . We call such a ideals of finite definition and prove the
following comparison theorem.

Theorem B (1.6.6, 1.6.9). Let J ⊂ I be a finite subset and consider P̂J :=

k[[xj | j ∈ J ]] as a (Noetherian) subring of P̂ = k[[xi | i ∈ I]]. Let f1, . . . , fr ∈
P̂J and aJ , a be the ideals of P̂J , P̂ generated by them. Then every minimal
prime over a is of the form pP̂ , where p is a minimal prime over aJ . Moreover,
we have

ht(a) = ht(aJ).

In particular, if a ⊂ P̂ is of finite definition, then ht(a) < ∞. The proof of
this theorem relies both on an extension of the Weierstrass preparation theorem
proven in Section 1.2 as well as the flatness results established in Section 1.4.

The schematic structure of the arc space X∞ of a k-scheme X was studied
extensively in [dFD20] by means of the sheaf of differentials ΩX∞/k. The main
result there is a formula relating ΩX∞/k to the sheaf of differentials on the
original variety ΩX/k. In the affine case, the formula reads as follows:

Theorem ([dFD20, Theorem 5.3]). Let A be a k-algebra and, for n ∈ N∪{∞},
let An := HSnk (A) be the n-th Hasse–Schmidt algebra of A (see Section 2.1).
Then

ΩAn/k ' ΩA/k ⊗A Qn,

where Qn is the An-dual of An[t]/(tn+1) in the case n ∈ N.

As the n-th Hasse–Schmidt algebra HSnk (A) parametrizes infinitesimal data
on A up to order n (i.e. jets of order n on Spec(A)), this formula suggests that
tangents (i.e. infinitesimal data up to order 1) of n-jets on A can be recov-
ered from some higher order operation on tangents on A. We will make this
idea precise by considering higher order derivations of modules, as introduced
by Ribenboim in [Rib80]. As for higher derivations of rings, there too exists
a universal object parametrizing such module derivations, which we call the
Hasse–Schmidt module. The study of both Hasse–Schmidt algebras and Hasse–
Schmidt modules will be the main goal of Sections 2.1 and 2.2. In particular,
we will prove the following comparison theorem:

Theorem C (2.2.12). Let A be a k-algebra and M an A-module. Then, for
n ∈ N ∪ {∞}, there exists a natural isomorphism

SymAn(HSnA/k(M)) ' HSnk (SymA(M)),

where An = HSnk (A) is the n-th Hasse–Schmidt algebra of A and HSnA/k(M) is
the n-th Hasse–Schmidt module of M .

As a consequence, we obtain the above formula for ΩAn/k via the elementary
observation that the Hasse–Schmidt algebra functors HSnk (−) commute.
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In Section 2.3 we will prove an extension of the classical Zariski–Lipman–
Nagata criterion for non-Noetherian quasi-adic rings, as done in [CH17; BS19a].
Roughly speaking, it gives a criterion for the existence of smooth factors, that is,
isomorphisms of the form A ' A′⊗̂kk[[t]], in terms of the existence of continuous
regular higher derivations. As a consequence we get the following cancellation
result:

Theorem D ([BS19a, Theorem 1.2]). Let (A,m), (A′,m′) be two local equichar-
acteristic quasi-adic rings with A/m = A′/m′ = k and such that A and A′ have
no smooth factors. Assume there exists an isomorphism

ϕ : A ⊗̂k k[[ui | i ∈ I] ' A′ ⊗̂k k[[vj | j ∈ J ]]

of local quasi-adic rings. Then ϕ induces an isomorphism

ϕ′ : A ' A′.

By the Drinfeld–Grinberg–Kazhdan theorem, this theorem in particular as-
serts the existence of minimal formal models of non-degenerate arcs.

Although we mostly aim to apply the foundational results of Chapters 1
and 2 to the singularities of arc spaces, we will make a brief digression to the
case of algebraic varieties in Section 2.4. There we first review the use of the
minimal formal model as an invariant of singularities by showing that taking
its dimension gives rise to a upper semi-continuous function on the variety X.
We will then extend a result originally proven by [Eph78] in the case of analytic
spaces to the algebraic setting as follows.

Theorem E (2.4.10, 2.4.14, 2.4.16). Let X be a scheme of finite type over an
algebraically closed field k. For each p ∈ X(k) consider the set

Iso(X, p) := {q ∈ X(k) | X̂p ' X̂q},

called the isosingular locus of p. Then

1. For every p ∈ X(k) the set Iso(X, p) is locally closed in X(k). Let X(p)

denote the unique reduced subscheme of X whose k-points equal Iso(X, p).
Then X(p) is smooth.

2. If in addition char(k) = 0, then for every p ∈ X(k) there exists an iso-
morphism of formal schemes

X̂p ' (̂X(p))p × Ŷy,

which is maximal, that is, Ŷy has no smooth factors.

Thus, in the case of varieties, the minimal formal model of p ∈ X(k) can
be interpreted as a transversal slice to the isosingular locus of p. As the proof
of the theorem requires the use of the contact group and a variant of Artin
approximation (c.f. [Art69]) to reduce to the case of algebraic groups, it is not
clear how to extend it to the non-Noetherian case.

In Section 2.5 we consider the embedding codimension as another formal
invariant of singularities. If p is a point of a variety X, then the embedding
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codimension (sometimes also referred to as regularity defect, as in [Lec64]) of its
local ring OX,p is simply given by the difference

ecodim(OX,p) = edim(OX,p)− dimp(X).

In particular p ∈ X is regular if and only if ecodim(OX,p) = 0. We give two
ways of extending this definition to arbitrary schemes X. The first one uses the
embedding of the tangent cone in the Zariski tangent space. More precisely, if
p ∈ X and m is the maximal ideal of the local ring OX,p, then there exists a
natural surjection

γ : Sym(m/m2)→ gr(OX,p).

We then set
ecodim(OX,p) := ht(ker(γ)).

In the case where X is equicharacteristic, that is, X is a scheme over a field
k, we provide an alternative way of defining embedding codimension by means
of the formal completion of X. Using the extended Cohen structure theorem
established in Section 1.3, there exists a surjection of quasi-adic rings

α : K[[ti | i ∈ I]]→ ÔX,p,

which induces an isomorphism of continuous cotangent spaces. Then we define
the formal embedding codimension as

fcodim(OX,p) := ht(ker(α)).

Using the degeneration of OX,p to its extended Rees algebra we obtain the
following comparison result:

Theorem F (2.5.19). Let X be a scheme over a field k and p ∈ X. Then

ecodim(OX,p) ≤ fcodim(OX,p).

The embedding codimension will be one of the main tools used in Chapter 3,
which will be devoted to the study of the (formal) local geometry of arc spaces.
We start by reviewing the basic definitions and results in Section 3.1. In Sec-
tion 3.2, we will first summarize some of the results obtained in [dFD20]. We
show that by glueing the corresponding Hasse–Schmidt modules, one obtains a
functor associating to any coherent sheaf F on X a coherent sheaf Fn on Xn

resp. a quasi-coherent sheaf F∞ on X∞. In particular, we recover the full for-
mula for the sheaf of differentials of X∞. As one of the consequences obtained
in [dFD20] we should mention here Lemma 3.2.10, which says that, for n ∈ N
and αn the truncation of an arc α,

edim(OXn,αn) = (n+ 1)dn + ordα(Fittdn(ΩX/k)).

The integer dn here is an invariant associated to the pullback of ΩX/k over
αn. If the arc α is non-degenerate, then dn = dimαη X for n � 0; otherwise
dn > dimαη X for all n ∈ N.

At the end of Section 3.2 we will present the main result of [CH17]:
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Theorem G (3.2.14). Let X be a scheme of finite type over a field k of char-
acteristic 0. Let p ∈ X(k) and, for n ∈ N ∪ {∞}, let αp be the constant n-jet

(respectively arc) centered in p. Then the formal neighborhood (̂Xn)αp has a

smooth factor if and only if X̂p does.

We prove this theorem here by combining the Zariski–Lipman–Nagata cri-
terion with the formula for the sheaf of differentials of Xn in [dFD20]. As a
particular consequence we get that a constant arc centered in a singular point
of X does not have a decomposition as in the Drinfeld–Grinberg–Kazhdan the-
orem. This was first verified for a specific example in [BS17c].

Section 3.3 is devoted to proving the following characterization of non-
degenerate arcs:

Theorem H (3.3.5, 3.3.7). Let X be a scheme of finite type over a field k and
α ∈ X∞. Assume either char(k) = 0 or α ∈ X∞(k). Then the following are
equivalent:

1. α is non-degenerate, i.e. α ∈ Xsm.

2. ecodim(OX∞,α) <∞.

3. ecodim(OX∞,α) < ordα(Fittd(ΩX/k)), where d = dimαη (X).

In particular, if X is a variety, then (3) is equivalent to

ecodim(OX∞,α) ≤ ordα(JacX).

Let us briefly sketch the main ideas and methods used in the proof of the
theorem. The first step is the following crucial observation:

Theorem I (3.3.1). Let X, α be as before and let f : X → Y = Adk be a general
linear projection, with d = dimαη (X). Let m ⊂ OX∞,α and n ⊂ OY∞,β be the
respective maximal ideals and L and L′ the residue fields. Then the cotangent
map induced by f

(Tαf∞)∗ : n/n2 ⊗L′ L→ m/m2

is an isomorphism.

In particular, the induced surjection on associated graded rings

k[ti | i ∈ N] ' gr(OY∞,β)→ gr(OX∞,α)

can be used to compute ecodim(OX∞,α). We take advantage of the fact that
this map is the colimit of the corresponding maps at the level of jets and, for
m ≤ n, consider the tower:

gr(OY∞,β)⊗L′ L
ϕ

// gr(OX∞,α)

gr(OYn,βn)⊗L′n L

OO

ϕn // gr(OXn,αn)⊗Ln L

OO

gr(OY,βm)⊗L′m L

OO

ϕm // gr(OXm,αm)⊗Lm L

OO

xii



Note that gr(OYn,βn) is a polynomial ring of dimension d(n+ 1). Together with
the previously mentioned formula for the embedding dimension of OXn,αn we
obtain

ecodim(OX∞,α) = ht(ker(ϕ)) = lim sup
n

ht(ker(ϕn)) ≤ ordα(Fittd(ΩX/k)).

This shows that (1) implies (3) in the above theorem. The converse direction
can be proven in a similar way.

In Section 3.4 we further discuss this result in conjunction with the Drinfeld–
Grinberg–Kazhdan theorem. We see that the full converse to the latter holds:
namely, any arc α ∈ X∞(k) whose formal neighborhood decomposes as

(̂X∞)α ' Ẑz × Spf(k[[ti | i ∈ N]]),

with Z of finite type over k, is already non-degenerate. Moreover, we see that
the formal embedding induced by a general projection is efficient and, after
a change of formal coordinates, yields an efficient embedding of the minimal
formal model. We should note that the explicit construction given by Drinfeld’s
proof in [Dri02; Dri18] does not give the minimal formal model in general. We
also provide an explicit example which proves that the bound for the embedding
codimension established in (3) of Theorem H is sharp.

One thing to note about the decomposition established in the Drinfeld–
Grinberg–Kazhdan theorem is that it does not arise as the completion of a map
of (usual) schemes. This is partly due to the geometric properties of the Weier-
strass preparation theorem, which we briefly discuss at the end of Section 3.4.
On the other hand, the composition with the induced map obtained from a
general projection f : X → Y = Ad as

Ẑz × Spf(k[[ti | i ∈ N]]) ' (̂X∞)α → (̂Y∞)β

does arise as the completion of a morphism Z×AN → Y . By carefully analyzing
tangent maps in Section 3.5 we see that the Drinfeld formal model Ẑz embeds

into the formal neighborhood ̂(Y2e−1)β2e−1
of the jet space of order 2e − 1 of

Y = Ad, where e = ordα(JacX0) and X0 ⊂ X is the irreducible component
containing αη. Moreover, we get that the tangent cone of Z at z is the scheme-
theoretic image of the map of tangent cones induced by X∞ → Y2e−1.

Finally, in Section 3.6 we derive some consequences of the results of the
previous sections to the study of the Mather–Jacobian discrepancy. We give a
new proof of a theorem in [MR18] and combine our formula for the embedding
codimension with a result in [BS19b] to show that Q-factorial toric singularities
are not MJ-terminal. This concludes the final chapter of this monograph.

We should mention here that large parts of this monograph were taken from
the author’s collaborative work together with H. Hauser in [CH17], with T. de
Fernex and R. Docampo in [CdFD20], and finally with L. Narváez in [CN20].
We will indicate at the beginning of each chapter which sections were originally
a part of these works.
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Chapter 1

Completion and rings of
formal power series

The main purpose of this chapter is to extend basic techniques from commuta-
tive algebra over Noetherian rings to infinite-variate formal power series rings
and their quotients. Our motivation for studying such rings is that they are
the building blocks for formal completions of non-Noetherian schemes. As such,
Section 1.1 is dedicated to an in-depth review of the definition of formal schemes
which are not necessarily adic. In Sections 1.2 and 1.3 we introduce quasi-adic
rings as rings endowed with a certain kind of filtration and prove an exten-
sion of the Cohen Structure theorem. Finally, Sections 1.4 to 1.6 are devoted to
methods and results of classical commutative algebra adapted to infinite-variate
formal power series rings. Parts of Section 1.2 as well as most of Sections 1.4
and 1.6 were taken from [CdFD20].

1.1 Affine formal schemes

If x is a point on a scheme X, then the ring-theoretic completion ÔX,x of the
local ring OX,x describes the infinitesimal information of X at x. As is well-
known, the corresponding colimit of thickenings Spec(OX,x/mnX,x) in the cate-
gory of locally ringed spaces is no longer a scheme. Thus one should not consider
the completion ÔX,x as an element of the usual category of commutative rings.

The key is to treat ÔX,x as a topological ring with its limit topology; in partic-
ular, its only geometric point is x itself. The geometric object corresponding to
ÔX,x is called the formal neighborhood of x and is a particular case of a formal
scheme. As the only formal schemes we will consider here in detail are such for-
mal neighborhoods of singularities we can restrict our study to the topological
rings determining them. The reader who is satisfied with this explanation may
indeed skip this section entirely. However, the formal neighborhoods we are
studying in Chapter 3 are non-Noetherian and non-adic. In this case, there are
some intricacies not encountered when restricting to the Noetherian adic case,
which we found worth exploring in detail. Our goal in this section is first to
provide a definition of what we call strongly admissible formal schemes, which
is functorial in nature and well-suited to our study of formal neighborhoods of
arc spaces. Second, we will compare it to some of the other definitions in use
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throughout the literature. As we mostly consider only the affine case we will
not mention how to construct the formal spectrum as a locally ringed space, as
is done for example in [EGA I]. However, we will give a self-contained proof of
the functorial properties we will make use of in Sections 3.4 and 3.5. This sec-
tion should be considered purely expository, with various references mentioned
throughout.

1.1.1 Inverse systems and inverse limits

Let us start by recalling the definition of an inverse limit in an arbitrary category.
Let (I,≤) be a directed set, that is, a set I with a preorder ≤ such that each
two elements have an upper bound. As possibly the most important example
here, one should think of I = N with the usual total order. Every directed set
I induces a small filtered category I which has as its objects just the elements
of I and as morphisms Hom(i, j) = {?} whenever i ≤ j. The reader shall note
that the results of this section generalize with only minor modifications to the
case of a general small filtered category I; the choice to restrict to directed sets
was made only for convenience’s sake.

Let D be any category. An inverse system A in D over I is a functor
Iop → D. That is, an inverse system A consists of objects Ai = A(i) and
morphisms πi,j : Aj → Ai for i ≤ j such that πi,k = πi,j ◦ πj,k for i ≤ j ≤ k and
πi,i = idAi . We call the πi,j transition maps.

An inverse limit is the categorical limit of an inverse system. More precisely,
if A is an inverse system, then its limit is the universal cone over A: there exist
an object A and morphisms πi : A → Ai such that πj = πi ◦ πi,j for i ≤ j and
for every other such (A′, π′i) there exists a unique morphism A′ → A. This can
be expressed diagramatically as

A′

π′j

��

π′i

��

��

A

πj
~~

πi
  

Aj πi,j
// Ai.

We write A = limiAi. If limA exists in D for all inverse systems A then we say
that D has inverse limits.

Example 1.1.1. The category of sets, which we denote by Set, has inverse limits.
In fact, if Ai is any inverse limit of sets over some I, then its inverse limit
A = limiAi is given as

A = {(ai)i∈I ∈
∏
i

Ai : πi,j(aj) = ai ∀i ≤ j}.

Remark 1.1.2. The dual notion of an inverse limit is that of a direct limit. If
(I,≤) is a directed set, then a direct system in a category D over I is a functor
A : I → D. A direct limit is the categorical colimit of a direct system, that is,
the universal cocone (A, ιi) over some A. This property can be again expressed
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conveniently by the commutative diagram

Ai
ιi,j

//

ιi

  

ι′i

��

Aj
ιj

~~

ι′j

��

A

��

A′

.

The direct limit of a direct system A in the category Set of sets is given by

A =
∐
i

Ai/ ∼,

where ai ∼ aj if there exists k ≥ i, j such that ιi,k(ai) = ιj,k(aj).

Remark 1.1.3. An equivalent description of an inverse limit can be given as
follows: consider the diagonal functor ∆ : D → DIop which associates to each
E ∈ D the functor ∆(E) : Iop → D given by ∆(E)(i) = E and ∆(E)(j → i) =
idE . For each inverse system A in D consider the functor

lim
D
A : Dop → Set, E 7→ Nat(∆(E), A).

Then the inverse limit of A exists if and only if limD A is representable, and we
have

HomD(−, lim
i
Ai) ' lim

D
A.

Remark 1.1.4. Let A be an inverse system in D over a directed set I. For
any E ∈ D, composing A with hE = HomD(−, E) gives a direct system in
Set, whose direct limit colimi HomD(Ai, E) always exists. Now assume that the
limit A = limiAi of A exists in D. Applying HomD(−, E) to the corresponding
universal cone in D yields a cocone in Set and thus a unique map

colim
i

HomD(Ai, E)→ HomD(A,E). (1.1a)

It is easily seen that this map is natural in E, thus we obtain a natural trans-
formation

colim
i

hAi → hA = HomD(A,−). (1.1b)

In some cases, even though the category D itself has inverse limits, we are
interested in inverse limits of D taken as the limit of the system embedded in
some larger category C. To make this precise, let e : D → C be a fully faithful
functor between locally small1 categories; we will often consider D as a full
subcategory of C, but it will be convenient at times to refer to e explicitly.
Assume that C has inverse limits. Denote by D←−C the full subcategory of C
consisting of all objects isomorphic to limiAi for some inverse system A in D
over some directed set (I,≤). Our aim is to find conditions for when objects in
D←−C are determined by their values in D. More precisely, consider the functor

ĥ : Cop → SetD, A 7→ ĥA := hA ◦ e,
1Locally small meaning that HomC(A,B) is a set for all A,B ∈ C.
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where hA = HomC(A,−) as before. For each pair A,B ∈ C the functor ĥ gives
a map

ĥA,B : HomC(A,B)→ Nat(ĥB , ĥA) (1.1c)

which maps each morphism A → B to the restriction of the induced transfor-
mation hB → hA to D. Clearly D←−C is a subcategory of SetD via ĥ if and only if

(1.1c) is a bijection for all A,B ∈ D←−C . For A ∈ D←−C write A = limiAi for some
inverse system A. By Remark 1.1.4 we have a natural transformation

colim
i

hAi → ĥA. (1.1d)

On the other hand a straightforward application of the Yoneda lemma yields
the following.

Lemma 1.1.5. Let A,B ∈ D←−C and let B = limiBi over some directed set

(I,≤). Then:

HomC(A,B) ' Nat(colim
i

hBi , ĥA).

Proof. We have

HomC(A, lim
i
Bi) ' lim

i
ĥA(Bi) ' lim

i
Nat(hBi , ĥA) ' Nat(colimhBi , ĥA).

Corollary 1.1.6. The map ĥA,B from (1.1c) is injective2 for all A,B ∈ D←−C.

Proof. Precomposition with the natural transformation (1.1d) gives a map

Nat(ĥB , ĥA)→ Nat(colimhBi , ĥA) ' HomC(A,B).

Note that the image of a natural transformation η under this map is
limi ηBi(πi), with πi : B → Bi being the natural projection. Thus in particular
the image of f : A→ B under the composition

HomC(A,B)→ Nat(ĥB , ĥA)→ HomC(A,B)

is limi πi ◦ f = f , which implies that the above map is just the identity on
HomC(A,B).

What is left to check is when the map ĥA,B is surjective. We will mention
one particular case of interest here:

Proposition 1.1.7. Let D, C, D←−C and ĥ as before. Let A ∈ D←−C and write

A = limiAi. Then the map (1.1a)

colim
i

HomD(Ai, E) ' HomC(A,E)

is surjective for all E ∈ D if and only if every map A → E factors as A →
Ai → E. If this property holds for all A ∈ D←−C then the functor ĥ : D←−C → SetD

is fully faithful.

2We should note here that in general Nat(ĥB , ĥA) will not be a set and thus injectivity
should be understood as an 1-1 assignment of objects.
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Proof. The first assertion is clear. For the second statement note that the
assumption is equivalent to colimi h

Ai → ĥA from (1.1d) being an epimorphism.

Thus Nat(ĥB , ĥA) → Nat(colimhBi , ĥA) is injective, and since the identity on
HomC(A,B) factors as

HomC(A,B)→ Nat(ĥB , ĥA)→ HomC(A,B)

we get the claim.

Note that the assumptions of Proposition 1.1.7 are quite restrictive on D.
However, as will be dicussed later, they are fulfilled if D is the full subcat-
egory of discrete objects of C some category of algebraic objects (e.g. Ab or
Ring) endowed with a topology that is sufficiently compatible with the alge-
braic structure.

Let us finish this section with a simple observation. A subcategory D of C
is called a discrete subcategory of C if the embedding e : D → C has a faithful
right adjoint u : C → D. We then call u the forgetful functor associated to D.
Similar to above, the main example we are thinking about here is the inclusion
of the category Set as the discrete objects into the category of topological spaces
Top. The fact that an inverse limit of topological spaces is an inverse limit of
underlying sets can be formulated as follows.

Lemma 1.1.8. Let D be a discrete subcategory of C and u : C → D the forgetful
functor right adjoint to the embedding e : D → C. If C has inverse limits, then
so has D. Explicitly, for each inverse system A of D we have

lim
i
Ai ' u(lim

j
e(Ai)).

Proof. Right adjoints commute with limits.

1.1.2 Pro-objects

We will now present a slightly different approach to consider inverse limits “out-
side” a given category D, that is, to consider the inverse system A itself as a
(formal) limit. As a remark for the reader: throughout this section we will ig-
nore any potential set-theoretic issues, which could all be remedied by a suitable
choice of Grothendieck universe. Details can be found in [SGA 41, Expose I.8].
While the material of this section is technically not needed in its generality to
give a definition of formal schemes, the conditions obtained in Proposition 1.1.15
are essentially those used to define affine formal schemes functorially in [MP74],
and appear quite naturally here.

Some care has to be taken when choosing the correct notion of a morphism
between inverse system. As the following example shows, considering only nat-
ural transformation between inverse systems A and B as functors Iop → D is
too restrictive.

Example 1.1.9. Let I = (N,≤) and D = Ring the category of commutative rings
with 1. Define A to be the inverse system Ai = Z[t]/(ti+1), that is,

A : Z← Z[t]/(t2)← Z[t]/(t3)← . . .
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Now define another inverse system B via Bi = Ai−1, B0 = k and πB0,1 = idZ.
Written as above:

B : Z← Z← Z[t]/(t2)← . . .

Clearly limAi ' limBj ' Z[[t]], but A and B are not isomorphic when con-
sidered as functors Iop → D. To see this, note that the only morphism
A1 = Z[t]/(t2) → Z = B1 given by t 7→ 0 does not lift to an isomorphism
of the limits.

As in the last section, every inverse system A gives rise to a functor colimi h
Ai

from D to Set. Let A and B be inverse systems in D over directed sets I and
J . By the Yoneda lemma, we have

Nat(colim
j

hBj , colim
i

hAi) ' lim
j

Nat(hBj , colim
i

hAi) ' lim
j

colim
i

HomD(Ai, Bj).

(1.1e)
This leads us to make the following definition:

Definition 1.1.10. A pro-object of D is an inverse system A in D over some
(variable) directed set I. The category of pro-objects of D, denoted by Pro(D),
has its morphisms defined by the rule

HomPro(D)(A,B) = lim
j

colim
i

HomD(Ai, Bj).

Composition of two morphisms is defined as composition in SetD via the iden-
tification (1.1e).

Let us elucidate the last part a bit using the explicit descriptions of limits
and colimits of sets presented in Example 1.1.1 and Remark 1.1.2. A morphism
of two inverse systems A and B over I, J is represented by a family f = (fj)j∈J ,
where fj : Aij → Bj for some ij ∈ I, satisfying πBj,j′ ◦ fj′ ◦ πAij′ ,k = fj ◦ πAij ,k for

j ≤ j′ and some k ≥ ij , ij′ . Two such families f , f ′ are equivalent if, for each
j ∈ J , there exists kj ≥ ij , i

′
j such that fj ◦ πAij ,kj = f ′j ◦ πAi′j ,kj . To compose

two morphisms A→ B and B → C we choose representations f = (fj)j∈J and
g = (gk)k∈K . For each k ∈ K we set

(g ◦ f)k := gk ◦ fjk : Aijk → Ck.

As a way of illustrating composition of morphisms in ProD the reader might
find the following mnemonic diagram for the case I, J = N helpful:

A0 . . .oo Aj0oo . . .oo Aij0
fj0

vv

oo . . .oo

B0 . . .oo Bj0
g0

ww

oo . . .oo Bij0
oo . . .oo

C0 . . .oo Cj0oo . . .oo Cij0
oo . . .oo

Let ϕ : I ′ → I be an order-preserving map between directed sets. Given any
pro-object A over I we obtain a pro-object A′ over I ′ by precomposing with
I ′ → I. We call A′ the pro-object obtained by change of index. Note that
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ϕ canonically induces a morphism A′ → A. If ϕ is cofinal, that is, for every
i ∈ I there exists i′ ∈ I ′ with i ≤ ϕ(i′), then it is easy to see that A′ → A is
an isomorphism in Pro(D). In particular, given any morphism f : A → B we
may find a change of index A′ → A such that the composition f ′ : A′ → A is
represented by a family

f ′d : Ad → Bd.

By construction the assignment A→ colimi h
Ai gives a fully faithful functor

L : Pro(D)op → SetD. Any functor D → Set which is isomorphic to L(A) for
some A ∈ Pro(D) is called pro-representable.

Every E ∈ D can clearly be considered as a pro-object over the directed set
I = {?}. This gives a fully faithful functor c : D → Pro(D), hence we may treat
D as a subcategory of Pro(D). Note that the composition L ◦ c above is not
equal to E → hE = HomD(E,−), but only isomorphic to it.

By construction, for every inverse system A in D, the inverse limit of A exists
in Pro(D) and is isomorphic to A as a pro-object. Unfortunately, in general this
limit will be different from limiAi in D. The following example is attributed to
P. Gabriel in [MP74].

Example 1.1.11. Let I be the set of cofinite sets of prime numbers and, for
S, S′ ∈ I declare S ≤ S′ whenever S′ ⊂ S. For each such S ∈ I we consider
the ring QS of rational numbers whose denominator has prime factors only in S
(i.e. QS is the localization of Z with respect to the multiplicative closure of S).
Then G = (QS) is an inverse system of the category Ring. For every R ∈ Ring

hQS (R) = HomRing(QS , R) =

{
?, every p ∈ S is a unit in R

∅, otherwise,

thus in particular

L(G)(Z) = colim
S

HomRing(QS ,Z) = ∅.

But clearly limS QS = Z in Ring. Note that the projection maps Z → QS are
epimorphisms and I is countable.

Similar to our main result in the last section, we want to find conditions
on when pro-objects of some category D agree with the limit of the underlying
system in some larger category C. To make this precise, note that for each
inverse system A we have an isomorphism of functors from D to Set

HomPro(D)(c(−), A) ' Nat(∆(−), A),

where ∆ is defined as in Remark 1.1.3. Thus the limit of A exists in D if and
only if HomPro(D)(c(−), A) is representable. This in turn implies that there
exists a partial right adjoint to c : D → Pro(D), defined on the full subcategory
consisting of those A such that the above functor is representable, and mapping
A to its limit limiAi. If C now is a category which has inverse limits, by abuse
of notation we denote the (globally defined) right adjoint to c as

lim
C

: Pro(C)→ C, A 7→ lim
i
Ai.

Note that limC ◦c ' idC (but not equality!). Any functor f : D → C clearly
induces a functor Pro(f) : Pro(D) → Pro(C), which is fully faithful if and only
if f is. Given a fully faithful e : D → C, consider the composition

e := lim
C
◦Pro(e) : Pro(D)→ C, A 7→ lim

i
Ai.
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Lemma 1.1.12 ([SGA 41, Proposition 8.7.5.a)]). The functor e is fully faithful
if and only if the natural map (1.1a)

colim
i

HomD(Ai, E)→ HomC(lim
i
Ai, E)

is a bijection for all A ∈ Pro(D) and E ∈ D.

Proof. This is a tautology.

We already established surjectivity of (1.1a) for a special case in Proposi-
tion 1.1.7, so let us now determine when this map is injective. We start with
an easy observation.

Lemma 1.1.13. Let A ∈ Pro(D) and assume its limit A = limiAi exists in C.

1. If the projections πi : A→ Ai are epimorphisms, then

colim
i

HomD(Ai, E)→ HomC(A,E) (1.1f)

is injective for all E ∈ D.

2. Assume all transition maps πi,j : Aj → Ai are epimorphisms. If the map
(1.1f) is injective for all E ∈ D, then π : A → Ai is an epimorphism for
all i ∈ I.

Proof. To prove (1), let g1 : Ai → E and g2 : Aj → E be two morphisms such
that g1 ◦ πi = g2 ◦ πj . Let k be such that k ≥ i, j, then

g1 ◦ πi,k ◦ πk = g2 ◦ πj,k ◦ πk.

Since πk is an epi, we get that g1 and g2 are equivalent in colimi HomD(Ai, E).
For assertion (2), let g1, g2 : Ai → B be two morphisms such that g1 ◦ πi =

g2 ◦πi. By assumption there exists k ≥ i with g1 ◦πi,k = g2 ◦πi,k and since πi,k
is an epi we have g1 = g2.

Observe that the projection maps πi being epimorphisms implies that the
transition maps are too. We call an inverse system A such that all transition
maps πi,j are epimorphisms a strict pro-object. If D is a concrete category, then
A is called a surjective system if the map on underlying sets induced by πi,j is
surjective. In the case where I is countable, the following result is well-known:

Lemma 1.1.14. If I is a countable directed set and A an inverse system of
Set; write A = limiAi for its limit. If all transition maps πi,j are surjective,
then so are the projection maps πi : A→ Ai.

Proof. For a countable set I and i ∈ I we can always construct a cofinal sub-
sequence starting with i. Applying the corresponding change of index we may
assume I = N. But then the assertion is clear by the construction in Exam-
ple 1.1.1.
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This immediately gives the same result for many “algebraic” categories like
Ab and Ring whose inverse limit is constructed by endowing the inverse limit
of underlying sets with the respective operations. Unfortunately, as shown e.g.
in [Wat72], the inverse limit of a surjective system of nonempty sets over an
uncountable directed set I might be empty! Thus, even when substituting the
stronger notion of surjective system, we cannot extend Lemma 1.1.13 to a more
general characterization.

Let us summarize the main result of this section thus as follows:

Proposition 1.1.15. Let D → C be a fully faithful functor and assume C has
inverse limits. For each A ∈ Pro(D) write A := limiAi for its limit in C. Let
P ⊂ Pro(D) be a full subcategory satisfying

(A) for each A ∈ P the projection maps πi : A→ Ai are epimorphisms in C.

(B) for each A ∈ P every map A → E with E ∈ D factors as A → Ai → E
for some i.

Then we have that
colimhAi ' ĥA

as functors D → Set and this induces an equivalence of P with the full subcate-
gory of all B ∈ C with B ' limiAi for some A ∈ P.

Proof. Combine Proposition 1.1.7 with Lemma 1.1.13.

To finish, consider the case of abelian categories, where we may refine the
second assertion of Lemma 1.1.13 slightly. Let us first recall the definition of a
Mittag-Leffler system:

Definition 1.1.16. Let A be an abelian category an A an inverse system in A.
Then A is called Mittag-Leffler if, for each i ∈ I there exists a k ≥ i such that,
for all j ≥ k, we have:

Im(πi,j : Aj → Ai) ' Im(πi,k : Ak → Ai).

The Mittag-Leffler property is often stated as the sequence (Im(πi,j))j≥i
stabilizing for each i ∈ I.

Proposition 1.1.17. Assume C has inverse limits and let A be an abelian
discrete subcategory of C. If A ∈ Pro(A) such that

colim
i

HomA(Ai, E)→ HomC(lim
i
Ai, E)

is injective for all E ∈ A, then A is Mittag-Leffler.

Proof. By assumption (see Lemma 1.1.8) A has inverse limits and after proper
identification we have

HomC(lim
i
Ai, E) ' HomA(lim

i
Ai, E).

Fix i ∈ I and set Ii := {j ∈ I : i ≤ j}. Then Bij := Im(πi,j) forms an
inverse system over Ii. Consider its limit Bi in A. Then A → Ai factors as
A → Bi → Ai in A. Letting Ci := coker(Bi → Ai) we thus have that the
composition A → Ci is 0. Consider now the canonical map Ai → Ci; since its
image in HomC(limiAi, Ci) is the same as 0 : Ai → Ci, by assumption there
exists k ≥ i such that πi,k factors as Ak → Bi → Ai. This implies, for j ≥ k,
that Im(πi,j) = Im(πi,k).
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For many abelian categories such as Ab the limit of any countable Mittag-
Leffler system will have its projection maps being epimorphisms. However, this
is not true in general - for a particularly infamous example consider [Nee02] in
which a theorem on the exactness of the inverse limit functor proven 40 years
earlier in [Roo61] was found to be erroneous.

1.1.3 Inverse limits of rings and completion

Let us start by recalling some definitions as per [EGA I]. A ring A is called
a topological ring if it is endowed with a topology such that both operations
A × A → A are continuous. Homomorphism between topological rings are
just continuous ring homomorphisms. A topological ring A is called linearly
topologized if there exists a fundamental system of neighborhoods of 0 consisting
of ideals. In that case, an ideal a of A is called an ideal of definition if a is open
and every neighborhood of 0 contains some power an. If such an ideal of A
exists then we say that A is preadmissible.

If k and A are topological rings, then A is a topological k-algebra if there
exists a continous k → A. A homomorphism between topological k-algebras is
a continous k-algebra homomorphism.

Definition 1.1.18. We denote the category of topological rings by TRing and
the full subcategory of linearly topologized rings by LTRing.

Observe that the fully faithful embedding e : Ring → TRing which endows
each ring with its discrete topology is left adjoint to the forgetful functor u :
TRing→ Ring.

Proposition 1.1.19. 1. The categories Ring and TRing have inverse limits.
In both cases, the limit of a system A is given by endowing limi u(Ai) in
Set with componentwise operations resp. the limit topology.

2. Let A be an inverse system of discrete rings. Then limAi is a linearly
topologized ring whose topology is separated.

3. Assume A is an surjective system over I countable. Then the projections
πj : limiAi → Aj are surjective.

Proof. (1) is clear. To see (2) note that a fundamental system of neighborhoods
for 0 is given by ker(πi). The third statement follows from Lemma 1.1.14.

Let A ∈ LTRing and choose a neighborhood basis U for 0 consisting of open
ideals. Note that U is a directed set with respect to inclusion, that is, U ≤ V if
V ⊂ U . We define the completion of A to be the inverse limit

Â := lim
U∈U

A/U.

This definition is independent of the choice of U , as any two neighborhood bases
for 0 are cofinal for neighborhood filter for 0. Since each A/U is a discrete topo-

logical ring, we obtain that Â is linearly topologized and separated. We call A
complete if A ' Â. Clearly any Â is itself complete. Moreover, Â is the Cauchy
completion of A and any A is complete if and only if it is Cauchy-complete. The
category of complete topological rings will be denoted by CTRing. Concluding
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the suite of definitions from [EGA I] we call a preadmissible ring A admissible
if A is complete.

Note that the natural homomorphism A→ Â is injective if and only if A is
separated. Moreover, for any discrete E we have that

HomLTRing(A,E)→ HomLTRing(Â, E)

is a bijection.
Let A → B and A → C be morphisms of topological rings. We endow the

tensor product B⊗A C of underlying rings with the final topology with respect
to the canonical maps B → B ⊗A C, C → B ⊗A C. If A, B and C are in
addition linearly topologized, then a fundamental system of neighborhoods for
0 ∈ B ⊗A C is given by

Im(b⊗A C +B ⊗A c) ⊂ B ⊗A C,

with b and c being open ideals in B resp C. In particular B ⊗A C ∈ LTRing.

Definition 1.1.20. We write B ⊗̂A C for the completion of B⊗A C and call it
the completed tensor product of B and C over A.

Proposition 1.1.21 ([EGA I, 0, (7.7.6)]). Let A → B, A → C be morphisms
in CTRing. Then B ⊗̂A C is the pushout in the category CTRing, that is, the
square

B ⊗̂A C Boo

C

OO

Aoo

OO

is cocartesian. In particular, if CTRingk denotes the category of complete topo-
logical k-algebras, then the coproduct in CTRingk is given by ⊗̂k.

Let us now apply the results of the last section to see that every complete
topological ring is determined by maps into discrete topological rings:

Proposition 1.1.22. The functor CTRing→ SetRing given by

A 7→ ĥA = HomCTRing(A, e(−))

is fully faithful. Moreover, writing A = limU∈U A/U and A := (A/U)U ∈
Pro(Ring) we get

HomCTRing(A, e(−)) ' colim
U

HomRing(AU ,−).

Proof. For any f : A → E with E discrete we have that ker(f) is open, thus
contains an element U ∈ U and therefore f factors as A→ A/U → E. Thus we
can apply Proposition 1.1.7 and Proposition 1.1.15 and we are done.

Elements in Pro(Ring) are often called prorings. As we have seen the cat-
egory Pro(Ring) is not equivalent to CTRing. Write Surjℵ0(Ring) for the full
subcategory of surjective systems over a countable directed set I and CTRingℵ0
for the category of complete first-countable topological rings.

Lemma 1.1.23. The functor Surjℵ0(Ring)→ CTRingℵ0 given by A 7→ limiAi
is an equivalence of categories.

Proof. The limit of each A ∈ Surjℵ0(Ring) has surjective projectio maps by
Lemma 1.1.14 and thus we can apply Proposition 1.1.15 for P = Surjℵ0(Ring).

11



1.1.4 Formal schemes

Motivated by the discussions in the previous section we can give the following
minimal definition:

Definition 1.1.24. Let CTRing be as before the category of complete topo-
logical rings. For each A ∈ CTRing write A = limU A/U . Then its formal
spectrum Spf(A) is defined to be the functor

ĥA = HomCTRing(A, e(−)) ' colim
U

HomRing(A/U,−) : Ring→ Set,

where e : Ring → CTRing denotes the embedding of rings as a discrete topo-
logical rings in CTRing. A affine formal scheme is a functor X : Ring → Set
which is isomorphic to Spf(A) for some A ∈ CTRing.

By construction, the assignment A 7→ Spf(A) defines an equivalence between
CTRingop and the category of affine formal schemes. Note that the category of
affine schemes is equivalent to the category of representable functors Ring →
Set. Thus any affine formal scheme Spf(A) is a direct limit of affine schemes
Spec(A/U).

Corollary 1.1.25. The fiber product in the category of affine formal schemes
exists and is given by Spf(B)×Spf(A) Spf(C) = Spf(B⊗̂AC).

The construction of the formal spectrum extends to a functor LTRingop →
SetRing via A 7→ ĥA. We note that this functor has a left adjoint which we shall
quickly describe. Denote by A1 the forgetful functor Ring → Set and for each
X : Ring → Set the set3 of natural transformations OX := Nat(X ,A1). Note
that OX is a ring under componentwise addition and multiplication, that is, for
η, ε ∈ Nat(X ,A1) we define

(η + ε)A := (x 7→ ηA(x) + εA(x)) : X (A)→ A

and so on. For every A ∈ Ring and f ∈ X (A) we define a homomorphism
f̃ : OX → A via f̃(η) := ηA(f). As the category of affine schemes is filtered we
see that the set of all ideals ker(f̃) forms a direct system. Thus we can define a
unqiue linear topology on OX with a fundamental system of neighborhoods of
0 given by ker(f̃).

Proposition 1.1.26 ([MP74, Proposition 1.1]). The functors A → ĥA and
X 7→ OX are adjoint on the right, that is,

Nat(X , ĥA) ' HomLTRing(A,OX ).

The counit of this adjunction is just the completion map A 7→ Â. Moreover,
Spf(A) ' Spf(Â) for any A ∈ LTRing.

Remark 1.1.27. This is the approach of [Str99] (where affine formal schemes are
called solid) and [MP74]. In the latter an affine formal scheme is defined as a
functor satisfying conditions which are essentially equivalent to those of Propo-
sition 1.1.15, thus making the restriction of the adjunction in Proposition 1.1.26
into an equivalence of categories.

3A suitable choice of Grothendieck universe is needed here.
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Remark 1.1.28. A slightly different approach can be found in [BD]. There an
ind-scheme is defined to be a direct limit of quasi-compact schemes Xi such
that the transition maps Xi 7→ Xj are closed immersions. A formal scheme is
an ind-scheme X such that Xred = colimi(Xi)red is a scheme or equivalently, if
the kernel of OXj → OXi consists only of nilpotent elements. A formal scheme
X is affine if Xred is, or equivalently, if every Xi is affine. Thus in particular
the transition maps OXj → OXi are required to be surjective. If the directed
set I over which the direct limit is taken is uncountable, then we have already
seen that we cannot identify the inverse system OXi with its limit in TRing
in general. In fact, in [BD, p. 7.12.17] there is a hint on how to construct a
counterexample using (non-strict) Mittag-Leffler modules.

Remark 1.1.29. As a word of warning we should mention that an affine formal
scheme in our very general sense is not necessarily an affine formal scheme in
the sense of [EGA I], as the existence of an ideal of definition is not required. In
particular, the construction of Spf as a locally ringed space may not be carried
out in the same way as in [EGA I, I, (10.1.1)].

A less general but for our purposes entirely sufficient definition of formal
schemes may be given as follows:

Definition 1.1.30. An ℵ0-formal scheme X is a countable direct limit of
schemes Xi such that all transition maps Xj → Xi are closed immersions.
If in addition ker(OXi → OXj ) is nilpotent for all i ≤ j we call X strongly
admissible. In both cases X is affine if each Xi is affine.

Note that if X is an affine ℵ0-formal scheme then X ' Spf(limiOXi), hence
this definition is compatible with Definition 1.1.24. In fact:

Corollary 1.1.31. The adjoint pair (Spf,O) induces an anti-equivalence be-
tween the category of affine ℵ0-formal schemes and CTRingℵ0 . Moreover, for
A ∈ CTRingℵ0 , we have that Spf(A) is strongly admissible if and only of A is
admissible.

Proof. The first part follows from Lemma 1.1.23. For the second assertion
write A = limi∈I Ai. As the directed set I is countable we may find a cofinal
subsequence and thus assume I = N. Then it is easy to see that ker(A→ A0),
where A0 = OX0

, is an ideal of definition (see also [EGA I, pp. 0, 7.2.2]).

Definition 1.1.32. An admissible A ∈ CTRingℵ0 will be called strongly admis-
sible. Similarly, a preadmissible A ∈ LTRingℵ0 is called strongly preadmissible.

Corollary 1.1.33. If B → A, C → A are morphisms of strongly admissible
rings, then B ⊗̂A C is again strongly admissible. In particular, the category of
strongly admissible affine formal schemes has fiber products.

Proof. If B and C are first countable, then so is B ⊗̂A C.

Every formal neighborhood in the following sense is a strongly admissible
formal scheme:

Definition 1.1.34. If X is an affine scheme and Z ⊂ X a closed subscheme
defined by an ideal a ⊂ OX , then the formal completion X̂Z of X at Z is defined
as Spf(ÔX), where ÔX = limiOX/ai. If Z = {x} is a closed point of X, then

X̂x is called the formal neighborhood of X at x.
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Corollary 1.1.35. If OX is considered as a topological ring endowed with the
a-adic topology, then

X̂Z ' ĥOX ' colim
i

HomRing(Ox/ai,−).

To conclude this section, let us consider the case of formal neighborhoods
of k-rational points. Let k be a field and write Nilk for the category of local
k-algebras (R,m) with m nilpotent and such that k → R/m is an isomorphism.
Elements of Nilk will sometimes be called test rings. Note that any homomor-
phism between test rings is local and thus continuous for the m-adic topology.

Corollary 1.1.36. The formal neighborhood X̂x of a k-scheme X at a k-
rational point x ∈ X(k) is determined by the functor

Homk(OX,x,−) : Nilk → Set,

that is, we have X̂x ' Ŷy if and only if there exists a isomorphism of the
corresponding functors.

Proof. Clearly ÔX,x is an inverse limit of test-rings, thus the statement follows
either from the preceding discussion or directly by Proposition 1.1.7.

Remark 1.1.37. For any test ring (R,m) a map x̃ : OX,x → R is equivalent to a
diagram

Spec(R)
x̃ // X

Spec(k)

OO

x

;; ,

where the vertical morphism is given by the quotient mapR→ k. The morphism
x̃ should be thought of as an infinitesimal deformation of x.

1.2 Formal power series rings and filtrations

The most commonly considered topological rings in commutative algebra are
adic topological rings: if A is a ring and a an ideal of A, then the a-preadic
topology on A is defined by declaring the powers an, n ∈ N as a fundamental
system of neighborhoods for 0 ∈ A. If the topology on A is in addition separated
and complete then A is called adic. In the terminology of last section, every
preadic ring is obviously preadmissible and every adic ring admissible.

For Noetherian rings the (pre)adic topology is well-behaved. For example,
for any Noetherian local (A,m) with the m-preadic topology its completion

Â = limiA/m
i is again Noetherian local with maximal ideal mÂ. Moreover,

the limit topology of Â agrees with the mÂ-adic one and the completion map
A→ Â is faithfully flat. These are well-known facts that are contained in almost
every introductory reference to commutative algebra. Less well-known is that
none of these properties hold for general non-Noetherian rings A - in particular,
the completion of a preadic ring need not be adic! The main example to keep
in mind is that of P = k[xi | i ∈ I], the polynomial ring over an infinite set

of variables xi, i ∈ I. In that case, the completion P̂ = k[[xi | i ∈ I]] is the
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ring of formal power series in the indeterminates xi, which, as a topological ring
endowed with the limit topology, is not adic.

In this section, we will first collect some general facts about formal power
series rings in infinitely many indeterminates and contrast them to the Noethe-
rian case. We will then turn our attention to filtered rings, which can be seen
as an algebraic object describing strongly admissible topological rings (see Sec-
tion 1.1.4). The idea here is to replace the a-adic filtration

a ⊃ a2 ⊃ a3 ⊃ . . .

by a more general filtration of ideals which gives a fundamental system of neigh-
borhoods of 0. We will introduce some terminology such as the associated
graded which we will make use of in later sections and then prove a version of
the Weierstrass preparation theorem for strongly admissible rings.

1.2.1 Infinite-variate formal power series rings

Let k be a ring, I any set and P = k[xi | i ∈ I] the polynomial ring in variables
xi over k. Let m := (xi | i ∈ I) and consider P with the m-adic topology. Then

its completion P̂ is given by the formal power series ring

P̂ = k[[xi | i ∈ I]],

that is, the elements f of P̂ are formal sums f =
∑
n≥0 fn where fn ∈ P is

homogeneous of degree n. We consider P̂ as a topological ring endowed with
the limit topology; more precisely, the ideals

m̂n := ker(P̂ → P/mn)

form a fundamental system of neighborhoods of P̂ , with its unique maximal
ideal given by m̂ := m̂1. Clearly this makes P̂ into an admissible topological
ring.

Remark 1.2.1. For |I| = ∞ the formal power series ring P̂ = k[[xi | i ∈ I]]
strictly contains the subring

colim
J⊂I,|J|<∞

k[[xj | j ∈ J ]].

Note that the latter is also sometimes referred to as the ring of formal power
series in variables xi.

Remark 1.2.2. Let us contrast the above definition of k[[xi | i ∈ I]] with the ring
of formal power series defined in [Bou74, Chapter III, Section 2.11], which we
want to briefly recall. For any set I we denote by N(I) the set of functions I → N
that take only finitely many non-zero values. Then N(I) is a monoid, which we
identify with the collection of monomials in the variables {xi | i ∈ I} by writing

xα =
∏
i∈I, α(i) 6=0 x

α(i)
i for every α ∈ N(I). The k-module kN

(I)

can be made into

an k-algebra as follows: writing an element a = (aα)α∈N(I) as a =
∑
α∈N(I) aαx

α,

multiplication is defined via formal extension of xα · xβ := xα+β . We call kN
(I)

the ring of Bourbaki power series. Notice that there is a natural inclusion of

rings k[[xi | i ∈ I]] ⊂ kN
(I)

. This inclusion is an equality if |I| < ∞, and

is a strict inclusion if |I| = ∞ as in this case
∑
i∈I xi is in kN

(I)

but not in
k[[xi | i ∈ I]].
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Remark 1.2.3. It is often convenient to expand a formal power series in a subset
of the indeterminates, but this becomes delicate in the infinite-variate case. Let
I and J be arbitrary sets, and let xi and yj be indeterminates indexed by i ∈ I
and j ∈ J , respectively. Dropping for short the index sets from the notation,
we have the following inclusions:

k[[xi]]⊗k k[[yj ]] ↪→ k[[xi]][[yj ]] ↪→ k[[xi, yj ]] ↪→ (k[[xi]])
N(J)

.

The first inclusion is always strict, and the other two are equalities if and only
if J is finite. For example, if N ⊂ J and x = xi0 is one of the indeterminates,
then the series

∑
n≥1 ynx

n belongs to k[[xi, yj ]] but not to k[[xi]][[yj ]]. Notice

that Bourbaki power series are better behaved in this respect, as kN
(ItJ)

=

(kN
(I)

)N
(J)

= (kN
(J)

)N
(I)

.

Let us now compare the following topologies on P̂ = k[[xi | i ∈ I]]:

1. the limit topology given by m̂n,

2. the m̂-preadic topology, and

3. the mP̂ -preadic topology.

It is well-known that for |I| <∞ all these three topologies agree. However, for

|I| = ∞ the topologies are pairwise distinct. Moreover, P̂ is not complete for

both the m-preadic and the mP̂ -preadic topology. In particular, P̂ provides a
counterexample to the following result from [EGA I]:

Proposition 1.2.4 ([EGA I, 0, (7.2.4)]). If A is an admissible topological ring
and a an ideal of A contained in an ideal of definition, then A is separated and
complete when considered with the a-preadic topology.

Let us mention here that the proof of [EGA I, 0, (7.2.6)], which gives a
criterion for an admissible ring to be Noetherian, relies crucially on the above
erroneous result. We will give a corrected version for what we call quasi-adic
rings in Proposition 1.3.16.

Let us now compare the above topologies in the case |I| = ∞. We will
assume I = N for convenience’s sake, but the arguments clearly work for an
arbitrary set I of infinite cardinality. We start by verifying that topology (2) is

strictly coarser than (3). Consider f :=
∑
i≥1 x

i
i ∈ m̂. Then fn /∈ mP̂ for all

n ≥ 1; since otherwise we could find polynomials a1, . . . , ar ∈ m such that

fn =

r∑
i=1

aigi,

with gi ∈ P̂ . There exists J ⊂ N finite such that a1, . . . , ar ∈ k[xj | j ∈ J ]

and setting xj = 0 for all j ∈ J gives a contradiction. Thus mP̂ is not open

in the m̂-preadic topology. To see that P̂ is not complete with respect to the
mP̂ -preadic topology note that we have exact sequences

0 // m̂n/m
nP̂ // P̂ /mnP̂ // P/mn // 0,

for n ≥ 1 which are compatible with transition maps. Now mnP̂ maps onto
mn/mn+1 under the map P̂ → P/mn+1. This means that mnP̂ + m̂n+1 =
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m̂n and thus the inverse system (m̂n/m
nP̂ )n is surjective. Then we can apply

Proposition 1.2.8 to get that P̂ 6= limn P̂ /m
nP̂ , since f ∈ m̂ \mP̂ .

Finally, to prove that topology (2) is not equivalent to (1) it suffices to show

that P̂ is not complete with respect to the m̂-preadic topology. The argument
is taken from [SP, Tag 05JA] : for n ≥ 1, we again have exact sequences

0 // m̂n/m̂
n // P̂ /m̂n // P/mn // 0

which are compatible with transition maps. Arguing as above we see that
(m̂n/m̂

n)n forms a surjective system and by Proposition 1.2.8 it is sufficient to
show that m̂n strictly contains m̂n for some n. We will do so for n = 2 by
constructing f ∈ m̂2 \ m̂2 as a sum

f =
∑
i≥1

fi

where fi ∈ k[[xni , . . . , xni+1−1]] are homogeneous of degree di and 0 < d1 <
d2 < . . . and 0 < n1 < n2 < . . .. If fi are chosen such that fi cannot be written
as

fi =

r∑
j=1

gjhj , r ≤ i, (1.2a)

with gj , hj of order 1, then clearly f /∈ m̂2. Thus it suffices to construct the
following: for each i ≥ 1 a homogeneous polynomial p ∈ k[x1, . . . , xn] of degree
d > 0 such that p cannot be written as in (1.2a) with gi, hi ∈ k[[x1, . . . , xn]]. To
that end, we let n > 2i and d prime to the characteristic of the field k. Then
let p =

∑n
j=1 x

d
j . Note that the vanishing set of the Jacobian ideal Jac(p) =

( ∂p∂x1
, . . . , ∂p

∂xn
) consists of just the point 0. On the other hand, if p can be

written as
p = g1h1 + . . . gihi,

then Jac(p) ⊂ (g1, h1, . . . , gi, hi), which would mean that the vanishing set of
Jac(p) has codimension 2i in An, a contradiction.

1.2.2 Filtered rings and the associated graded ring

In this section we want to consider the algebraic object representing strongly
preadmissible rings from Section 1.1.4, that is, filtered rings.

Definition 1.2.5. 1. A filtered ring is a ring A together with a descending
filtration of ideals of A, that is, ideals an ⊂ A, n ∈ N>0, such that
an+1 ⊂ an for all n and an · am ⊂ an+m for all n,m. We denote the
datum of A and its filtration by (A, an).

2. A filtered module over a filtered ring (A, an) is an A-module M together
with a descending filtration of submodules of M , that is, submodules
Mn ⊂M , n ∈ N>0, such that Mn+1 ⊂Mn for all n and an ·Mm ⊂Mn+m

for all n,m. We write (M,Mn) for M and its filtration.

3. A filtered algebra over a filtered ring (A, an) is a filtered ring (B, bn) which
is also a filtered A-module. Every filtered ring (A, an) with A a k-algebra
is a filtered algebra over (k, 0).
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4. If M is a module over a filtered ring (A, an), then (M, anM) is a filtered
module. Similarly, if N is a submodule of a filtered module (M,Mn), then
(N,N ∩Mn) and (M/N,N +Mn) are filtered modules. We call N ∩Mn

the induced filtration and N +Mn the quotient filtration.

For a filtered ring (A, an) we set a0 := A and similarly, for a filtered module
(M,Mn) set M0 := M .

Definition 1.2.6. A morphism f : (A, an)→ (A′, a′n) between filtered rings is a
ring homomorphism f : A→ A′ satisfying f(an) ⊂ a′n for all n ∈ N. Morphisms
between filtered modules and algebras are defined accordingly.

We can consider each filtered ring (A, an) as linearly topologized ring by
declaring the filtration to be a fundamental system of neighborhoods for 0.
Clearly every morphism (A, an) → (A′, a′n) of filtered rings is continuous in
this sense, but not every continuous ring homomorphism f : A → A′ satisfies
f(an) ⊂ a′n.

We call two filtered rings (A, an) and (A′, a′n) equivalent if they are isomor-
phic as topological rings. In particular, two filtrations {an} and {a′n} of A are
equivalent if and only if, for each n ∈ N, we have an ⊃ a′mn for some mn and
vice versa.

Recall from Definition 1.1.32 that a strongly preadmissible ring A is a first-
countable linearly topologized ring A which has an ideal of definition. The
following proposition tells us that every strongly preadmissible ring can be rep-
resented by a filtered ring.

Proposition 1.2.7. Every filtered ring (A, an) is strongly preadmissible when
considering {an} as a fundamental system of neighborhoods for 0. Conversely,
for each strongly preadmissible ring A we may find a sequence of open ideals
{an} such that (A, an) is filtered.

Proof. For the first assertion note that a1 is clearly an ideal of definition. Now
assume A is strongly preadmissible. For any ideal of definition a we may find
a cofinal subsequence for the neighborhood basis of 0 starting with a. Thus we
can assume that

a′1 ⊃ a′2 ⊃ a′3 ⊃ . . .

is a sequence of open ideals forming a neighborhood basis and a′1 is an ideal of
definition. By induction assume the first n members a′1, . . . , a

′
n already satisfy

the filtration property, that is,

a′i−j · a′j ⊂ a′i ∀i ≤ n.

Now each a′i is clearly an ideal of definition again and thus there exists c > 0
such that (a′n)c ⊂ a′n+1. Define a new sequence by setting acn := a′n+1 and
ai := a′i for i ≤ n. Now fill in the missing elements by recursively defining for
n < i < cn:

ai :=

i−1∑
j=1

aj · ai−j + acn.

We may think of this construction as “trivially” extending the filtration in
A/acn. Note that ai is open since acn is. Then it is straightforward to check
that the sequence a1, . . . , acn satisfies the filtration property. Since we are only
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reindexing and adding elements we can exhaust the original sequence of ideals
this way.

We define the completion of a filtered ring (A, an) to be the completion of
A as a linearly topologized ring, that is:

Â = lim
n∈N

A/an.

Note that Â is a filtered ring with respect to ân = ker(Â → A/an). Similarly,
the completion of a filtered (A, an)-module (M,Mn) is

M̂ = lim
n∈N

M/Mn

and (M̂, M̂n) is a filtered module over (Â, ân).
We recall that lim is exact on surjective countable inverse systems of abelian

groups. One should note that here we are considering inverse systems not as
pro-objects, but as functors Nop → Ab.

Proposition 1.2.8 ([AM16, Proposition 10.2]). Let A, B and C be inverse
systems of abelian groups over N and assume that we have exact sequences

0 // An
fn // Bn

gn // Cn // 0,

compatible with the transition maps and assume A is surjective (i.e. An+1 → An
is surjective for all n). Then the sequence

0 // limnAn
f
// limnBn

g
// limn Cn // 0

is exact.

Remark 1.2.9. This proposition still holds in the case where A is only Mittag-
Leffler (see the end of Section 1.1.2).

Corollary 1.2.10. Let (M,Mn) be a filtered (A, an)-module and N ⊂ M any
submodule. Endow N with the induced and M/N with the quotient filtration.

Then N̂ is isomorphic to the closure of N inside M and we have M̂/N ' M̂/N̂ .

Proof. The first assertion follows from the isomorphism

N/(N ∩Mn) ' (N +Mn)/N.

For the second assertion apply the previous proposition to the exact sequence

0 // N ∩Mn
// Mn

// M/(N +Mn) // 0.

Explicitly considering the filtration has the advantage of being able to work
with the relevant associated graded ring:
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Definition 1.2.11. If (A, an) is a filtered ring then the associated graded ring
gr(A) is defined as

gr(A) :=
⊕
n∈N

an/an+1.

Similarly, for a filtered module (M,Mn) over (A, an) its associated graded module
is defined as

gr(M) :=
⊕
n∈N

Mn/Mn+1.

Note that gr(M) is a graded gr(A)-module in the obvious way. Any map f
between filtered rings resp. modules gives rise to a map gr(f) between their

associated gradeds. Clearly we have gr(Â) ' gr(A) and gr(M̂) = gr(M).

Example 1.2.12. Let k be a field and P̂ = k[[xi |∈ i ∈ I]]. As P̂ is the completion
of P = k[xi | i ∈ I] as a preadic ring with respect to the ideal m = (xi | in ∈ I),
we have

gr(P̂ ) ' gr(P ) ' Symk(m/m2) ' k[xi | i ∈ I].

The usefulness of the associated graded ring in our applications lies in the
following fact:

Proposition 1.2.13. Let f : (A, an)→ (A′, a′n) be a map between filtered rings.

Write f̂ : Â→ Â′ for the map between completions and gr(f) : gr(A)→ gr(A′)
for the map between associated gradeds. Then:

1. If gr(f) is injective, then so is f̂ .

2. If gr(f) is surjective, then so is f̂ .

Proof. This is a special case of the equivalent result for filtered groups in [AM16,
Lemma 10.23] and follows from Proposition 1.2.8.

Definition 1.2.14. For f ∈ (A, an) we define the order of f as ord(f) = sup{n |
f ∈ an} ∈ N ∪ {∞}. The initial form in(f) ∈ gr(A) of f is defined as

in(f) :=

{
f̄ ∈ ad/ad+1, ord(f) = d ∈ N
0, ord(f) =∞.

For any ideal b ⊂ A we define the initial ideal of b as

in(b) := (in(f) | f ∈ b) ⊂ gr(A).

Remark 1.2.15. The function ord : A→ N∪ {∞} satisfies the following proper-
ties:

1. ord(f + g) ≥ min{ord(f), ord(g)},

2. ord(fg) ≥ ord(f) + ord(g).

In fact, any function ν : A → N ∪ {∞} satisfying these conditions gives rise to
a filtration of A by setting aν,d := {a ∈ A | ν(a) ≥ d} for all d ∈ N.

Proposition 1.2.16 ([Eis95, Proposition 7.12]). Let (A, an) filtered and as-
sume that A is complete. Let b ⊂ A be an ideal and f1, . . . , fr ∈ b such that
in(f1), . . . , in(fr) generate in(b). Then f1, . . . , fr generate b and b is closed in
A.
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Proof. Only the first assertion is proven explicitly in [Eis95], so let us briefly
show that b is indeed closed. Let g ∈

⋂
n≥0 b + an and set d := max{ord(fi)}.

Then, for e > max{d, ord(g)} there exists ge ∈ b such that ord(g − ge) ≥ e. In
particular, in(g) ∈ in(b). So let a1,e, . . . , ar,e ∈ b such that

in(g) =

r∑
i=1

in(ai,e) in(fi)

and ord(ai,e) = deg(in(ai,e)) > e−d > 0. Replace g with g′ := g−
∑
i ai,efi and

repeat this process to obtain sequences ai,e converging to some ai and satisfying
g =

∑r
i=1 aifi.

Note that in the special case where an is the usual filtration of the power
series ring A = k[[x1, . . . , xn]] this proposition says that any standard basis
of b already generates b. We will revisit standard bases in Section 1.5 in the
non-Noetherian setting.

We will now give a corrected version of [EGA I, 0, (7.2.4)] in the case of a
finitely generated ideal. This result was taken from [SP, Tag 09B8] . We first
start with a lemma:

Lemma 1.2.17. Let A be a ring, a a finitely generated ideal of A and M an
A-module. Then M̂ = limnM/anM is complete with respect to the a-preadic
topology.

Proof. Fix n > 0. Since an is finitely generated we have an exact sequence

r⊕
i=1

M → anM → 0.

Tensoring with A/am for m ≥ 0 gives an exact sequence

r⊕
i=1

M/amM → (anM)/(amM)→ 0.

By Proposition 1.2.8 we have that

r⊕
i=1

M̂ → ker(M̂ →M/anM)→ 0

is exact; recall that finite direct sums and finite direct products of modules
agree. Now the image of the first map is just anM̂ and thus we have M̂/anM̂ '
M/anM . Taking limits we see that M̂ is complete for the a-preadic topology.

Lemma 1.2.18. Let a ⊂ A be an ideal and M an A-module which is complete
for the a-preadic topology. Then any direct summand of M is complete for the
a-preadic topology.

Proof. If N is a direct summand of M , then anN = anM ∩N for all n. Write
M = N ⊕N ′, then by Proposition 1.2.8 the sequence

0→ lim
n
N/(anN)→M → lim

n
N ′/(anN ′)→ 0

is exact. Let x ∈ limnN/(a
nN) and write x = x1 + x2 with x1 ∈ N and

x2 ∈ N ′. As x2 = 0 in limnN
′/(anN ′), we have x2 = 0 in N ′ and thus

N → limnN/(a
nN) is bijective.
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Now we are ready to prove the following:

Proposition 1.2.19 ([EGA I, 0, (7.2.4)]). If A is a strongly admissible ring
and a a finitely generated ideal which is contained in an ideal of definition, then
A is complete for the a-preadic topology.

Proof. Let a′ be an ideal of definition containing a. By Proposition 1.2.7 we
may choose a filtration a′1 = a′ ⊃ a′2 ⊃ . . . which forms a neighborhood basis of
0. Since (a′)n ⊃ an we have a sequence

A→ A/an → A/a′n

and taking the limits we obtain a factorization A → limnA/a
n → A of IdA.

Thus A is a direct summand of limnA/a
n, which in turn is complete for the

a-preadic topology by Lemma 1.2.17. Then A is complete with respect to the
a-preadic topology by Lemma 1.2.18.

As Proposition 1.2.19 is the main result used in [EGA I, 0, (7.2.6)] we may
give a corrected proof here under the additional assumption that A is strongly
admissible and a is a finitely generated ideal of definition - in the original state-
ment A was just assumed to be admissible and a/a2 to be finitely generated.

Proposition 1.2.20. Let A be a strongly admissible ring and a an ideal of
definition which is finitely generated and such that A/a is Noetherian. Then A
is Noetherian.

Proof. By Proposition 1.2.19 the ring A is complete for the a-preadic topology.
Then we may proceed as in [EGA IV1, 0, (7.2.6)]: disregarding the original
topology on A, we consider it with the a-adic topology and show that gr(A) is
Noetherian, which implies that A is Noetherian by Proposition 1.2.16. To that
avail, note that the map

SymA/a(a/a2)→ gr(A)

is surjective and since A/a is Noetherian, so is gr(A).

We have already seen that the completed tensor product B ⊗̂AC (see Defini-
tion 1.1.20) of admissible rings B and C is again admissible. If B and C are in
addition strongly admissible, then B⊗A C has again a countable neighborhood
basis and thus B ⊗̂AC is strongly admissible. For many purposes we would like
to choose a particularly well-behaved filtration of B⊗AC giving a neighborhood
basis, which we will construct now.

Let (B, bn), (C, cn) be filtered algebras over a filtered ring (A, an). Then
gr(B) and gr(C) are algebras over gr(A) and the tensor product gr(B) ⊗gr(A)

gr(C) is again graded. The set of homogeneous elements of degree n is given by

(gr(B)⊗gr(A) gr(C))n := Im

( ⊕
d+e=n

bd/bd+1 ⊗A/a1
ce/ce+1

)
.

We endow B ⊗A C with a filtration by defining

dn := Im

( ⊕
d+e=n

bd ⊗A ce

)
. (1.2b)

Then it is straightforward to check that (B ⊗A C, dn) is a filtered algebra over
(B, bn) and (C, cn).
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Proposition 1.2.21. Consider the filtered algebra (B ⊗A C, dn) as defined in
(1.2b). Then:

1. The topology on B ⊗A C induced by the filtration dn agrees with its final
topology with respect to the maps B → B ⊗A C and C → B ⊗A C. In
particular, the completed tensor product (see Definition 1.1.20) is given by

B ⊗̂A C ' lim
n

(B ⊗A C)/dn.

2. There exists a natural surjection gr(B) ⊗gr(A) gr(C) → gr(B ⊗A C) of
graded gr(A)-algebras.

3. Let A = k be a field (considered with the trivial filtration). Then the map
from (2) is an isomorphism.

Proof. Let us start by proving (1). It suffices to prove that the filtration dn
from (1.2b) is equivalent to the filtration

d′p,q := Im(bp ⊗A C +B ⊗A cq).

This follows from d′p,q ⊂ dr with r = min{p, q}, d′1,1 = d1 and dn ⊂ d′m<,m with

m =
⌊
n
2

⌋
.

Consider now the map ϕ : gr(B)× gr(C)→ gr(B ⊗A C) given by

(b, c) ∈ bp/bp+1 × cq/cq+1 7→ b⊗ c ∈ dp+q/dp+q+1.

It is easy to see that ϕ is bilinear and gr(A)-balanced. Thus ϕ induces a map
ϕ̃ : gr(B) ⊗gr(A) gr(C) → gr(B ⊗A C) which is surjective since ϕ is surjective.
This proves (2).

Finally, (3) follows from the corresponding statement for filtered vector
spaces. We will repeat the argument here: let n > 0 and bi, i ∈ I, be a
k-basis of B such that there exists a chain of subsets

I = I0 ⊃ I1 ⊃ I2 ⊃ . . . ⊃ In+1

such that bi, i ∈ Im, form a k-basis for bm. Define elements cj ∈ C for a chain
of subsets J0 ⊃ . . . ⊃ Jn+1 in the same way. A k-basis for⊕

p+q=n

bp/bp+1 ⊗k cq/cq+1

is given by

bi ⊗ cj , (i, j) ∈
⊔

p+q=n

(Ip \ Ip+1)× (Jq \ Jq+1).

On the other hand, for m ≤ n+ 1 a k-basis for dm is given by

bi ⊗ cj , (i, j) ∈
⊔

m≤p+q

(Ip \ Ip+1)× (Jq \ Jq+1).

Thus the statement follows.
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Example 1.2.22. Note that gr(B) ⊗gr(A) gr(C) 6' gr(B ⊗A C) in general. For
a simple example, consider A = k[t] with the trivial filtration and B = C =
k[t, x, y]/(tx − x2, ty − y4). Then one can check that for the associated graded
we have

gr(B) ' k[t, x̄, ȳ]/(tx̄, tȳ2, x̄2ȳ2).

In particular, the element f = x̄2⊗ ȳ2 is homogeneous of degree 4. The natural
map from (2) of Proposition 1.2.21 maps f to the class of

x2 ⊗ y2 = tx⊗ y2 = x⊗ ty2 = x⊗ y4,

which is 0 in gr(B ⊗A B).

As a particular case which will be of importance later on, we note that
polynomial rings (with coefficients in a filtered ring) behave well when passing
to the associated graded.

Lemma 1.2.23. Let (A, an) be a filtered ring over any ring k (consider with
the trivial filtration). Let P = k[xi | i ∈ I] endowed with the preadic filtration
with respect to m = (xi | i ∈ I), where I is any index set. Consider the ring
A[xi | i ∈ I] = A ⊗k P with the induced filtration as above. Then the map in
(2) of Proposition 1.2.21 gives an isomorphism

gr(A[xi | i ∈ I]) ' gr(A)[xi | i ∈ I].

We note that this does not immediately follow from Proposition 1.2.21 in
the case where A does not contain a field.

Proof. First observe that the induced filtration of A[xi | i ∈ I] is given by

a′n :=
∑

d+e=n

ad ⊗k me = {f =
∑

α∈N(I)

fαx
α | fα ∈ an−|α|}.

This description gives rise to a map

a′n →
⊕
d+e=n

ad/ad+1 ⊗k me/me+1,

whose kernel is a′n+1. Thus we obtain an inverse to the map constructed in the
proof of (2) of Proposition 1.2.21.

As an immediate consequence we will state a rather general version of the
formal inverse function theorem. As before, let k be a ring considered with
the trivial filtration and P = k[xi | i ∈ I] and P̂ = k[[xi | i ∈ I]] with
filtrations given by mn and m̂n as in Section 1.2.1. Given a filtered ring (S, nn),
by Example 1.2.12 and Lemma 1.2.23,

gr(S ⊗̂k P̂ ) ' gr(S)⊗k P.

Let us recall here that, as seen in Remark 1.2.3, in general S ⊗̂k P̂ 6' S[[xi | i ∈
I]]. Then we have the following result:
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Lemma 1.2.24 (Formal inverse function theorem). Let (S, nn) be a filtered ring

and ϕ : S ⊗̂k P̂ → S ⊗̂k P̂ a map of filtered S-algebras. Then map gr(ϕ) on
associated graded rings is gr(S)-linear. Write S0 for the degree 0 elements of
gr(S) and consider the induced map of S0-modules

Dϕ : m′/(m′)2 → m′/(m′)2,

where m′ is the extension of m to S0 ⊗k P . If Dϕ is an isomorphism, then so
is ϕ.

Proof. By assumption the map gr(ϕ) is bijective and hence, by Proposition 1.2.13,
so is ϕ. It is then straightforward to check that the inverse ϕ−1 is a map of
filtered S-algebras.

1.2.3 Hensel’s lemma and Weierstrass preparation

In this section we want to mention several results usually only proven for com-
plete adic rings that solely rely on completeness with respect to the order and
thus readily extend to strongly admissible rings. Let us fix some notation first:
we write (A,m) for a local ring A with maximal ideal m and denote its residue
field by k. We say that (A,m) is strongly admissible if A is strongly admissible
and m is an ideal of definition. If f ∈ A[t] or f ∈ A[[t]] than we write f̄ for the
image of f in k[t] resp. k[[t]] under the natural map.

We start with a very elemental observation:

Lemma 1.2.25. Let A be a strongly admissible ring and a an ideal of definition.
For every x ∈ a the element 1 + x is invertible.

Proof. The corresponding geometric series converges.

A straightforward generalization from the adic case yields that every strongly
admissible local (A,m) is Henselian, that is, Hensel’s lemma holds for (A,m).

Proposition 1.2.26 (Hensel’s lemma). Let (A,m) be a strongly admissible local
ring and write k = A/m. Let F ∈ A[t] be a monic polynomial and F̄ be its image
in k[t]. If there exists a factorization F̄ = gh into coprime monic polynomials
g, h ∈ k[t], then we can find liftings G,H ∈ A[t] with Ḡ = g, H̄ = h and
F = GH in A[t].

Proof. By Proposition 1.2.7 we can choose a filtration of open ideals mn of
A which forms a fundamental system of neighborhoods and such that m1 = m.
Then we just repeat the proof of [Mat89, Theorem 8.3] and replace each instance
of a ∈ mn by a ∈ mn.

Let us now give a proof of the Weierstrass preparation theorem for strongly
admissible local (A,m). While the proof is again a straightforward generalization
of e.g. [Bou72, VII.8, Proposition 6] we will reproduce it here for the reader,
as the Weierstrass decomposition not only is a key step in the proof of the
Drinfeld–Grinberg–Kazhdan theorem (see Theorem 3.4.1), but also one of the
main obstructions to proving a more global version of said theorem. We first
start with an intermediate result.
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Proposition 1.2.27. Let (A,m) be a strongly admissible local ring and write
k = A/m. If f ∈ A[[t]] such that ordt(f̄) = s <∞, then

A[[t]] ' f ·A[[t]]⊕
s−1⊕
i=0

A · ti.

Proof. First identify M :=
⊕

iA · ti with the submodule of A[[t]] consisting
of polynomials of degree < s. We may choose a filtration mn of A forming
a neighborhood basis and such that m1 = m. Endow A[[t]] with the linear
topology given by the ideals mn[[t]]; it is easy to see that A[[t]] is then complete.
Moreover, clearly M ⊂ A[[t]] is closed.

We essentially repeat the proof in [Bou72] and show first that fA[[t]]∩M =
(0). To that end, write f =

∑
i≥0 fit

i and assume that

(
∑
i≥0

git
i)(
∑
i≥0

fit
i) =

s−1∑
i=0

rit
i. (1.2c)

Since the topology on A is separated it is enough to show gi ∈ mn for all n. We
do this by double induction: suppose gi ∈ mn−1 for all i and gi ∈ mn for i < l;
we need to show gl ∈ mn. Comparing the coefficients of ts+l in (1.2c) yields

(

l−1∑
i=0

gifs+l−i) + glfs + (

s+l∑
i=l+1

gifs+l−i) = 0.

By induction, gi ∈ mn for i < l and hence so is the left sum; the right sum is in
mn since gi ∈ mn−1 and fj ∈ m for j < s. Since fs is invertible we have gl ∈ mn.

Now it remains to show that fA[[t]] + M = A[[t]]. To start, we set g :=∑
i≥0 fs+it

i; then clearly f − tsg ∈ m[[t]]. Setting −h := (f − tsg)g−1 we have

that h ∈ m[[t]]. Let r(t) ∈ A[[t]] and write r =
∑
i≥0 rit

i. We define iteratively

a sequence q(n) ∈ A[[t]] via

q
(0)
i := rs+i, q

(n)
i :=

s+i∑
j=0

hjq
(n−1)
s+i−j .

It is then easy to check that

tsq(n) − hq(n−1) ∈M, tsq(0) − r ∈M.

Since h ∈ m[[t]] we see that q(n) ∈ mn[[t]]. Thus q :=
∑∞
n=0 q

(n) ∈ A[[t]] and for
m ∈ N we have

ts(

m∑
n=0

q(n))− r − h(

m−1∑
n=0

q(n)) ∈M.

Since M ⊂ A[[t]] is closed, there exists m ∈M such that

m = r − q(ts − h) = r − q(ts + (fg−1 − ts) = r − qg−1f,

which proves the claim.
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Definition 1.2.28. A Weierstrass polynomial or distinguished polynomial of
degree s is a monic polynomial q ∈ A[t] of the form

q = ts + ps−1t
s−1 + . . .+ p1t+ p0

and with pi ∈ m.

Corollary 1.2.29 (Weierstrass preparation). Let (A,m) be strongly admissible.
Let f ∈ A[[t]] with ordt(f̄) = s < 0. Then there exists a unique u ∈ A[[t]]∗ and
a unique Weierstrass polynomial q ∈ A[t] of degree s such that f = uq. We call
f = uq the Weierstrass decomposition of f .

Proof. Apply Proposition 1.2.27 to obtain ts = fg′ + q′ for unique g′ ∈ A[[t]]
and q′ ∈ A[t] with deg(q′) < s. Now consider the above equation in k[[t]] to get
ts = f̄ ḡ′ + q̄′. Since ordt(f̄) = s we see that q′ is a Weierstrass polynomial and
that g′ is invertible. Setting g := g′−1 and q := ts + q′ finishes the proof.

In Section 3.4 we will revisit the Weierstrass preparation theorem from a
more geometric point of view in the setting of arc spaces.

1.3 Quasi-adic rings and the extended Cohen
structure theorem

As we have seen in Section 1.2.1, infinite-variate formal power series rings P̂
(and their quotients) are strongly admissible rings which are not adic. However,
their topology is not too far from being adic: if m denotes the maximal ideal
of P̂ , then the topological closure mn of the n-th power mn is open for all
n ≥ 0. Strongly admissible rings satisfying this property will be called quasi-
adic and are the main subject of interest of this section. We will prove that
every Noetherian quasi-adic ring is already adic, thus showing that the quasi-
adic rings are a natural generalization of adic rings to the non-Noetherian case.
Moreover, we will prove an extension of the classical Cohen structure theorem
to quasi-adic rings, where we replace regularity with formal smoothness. Let us
remark here that while the definition of quasi-adic rings so far does not seem to
be widely considered, the arguments used in this section are either well-known
or follow from minor modifications of existing methods.

1.3.1 Quasi-adic rings

Motivated by [EGA I, 0, (7.2.7)] we make the following the definition:

Definition 1.3.1. Let A be a strongly preadmissible topological ring. We say
that A is quasi-preadic if there exists an ideal of definition a of A such that the
closure an is open for all n ∈ N. If A is in addition admissible, i.e. separated
and complete, then we say that A is quasi-adic.

Example 1.3.2. Every (pre)adic ring is trivially quasi-(pre)adic.

Remark 1.3.3. The requirement that a is an ideal of definition is necessary, as
even in a preadic ring not every open ideal is an ideal of definition. For example,
consider B = k[xn | n ≥ 1]/(xnn | n ≥ 1) with k a field and A = B[t] endowed
with the (t)-adic topology. Then the maximal ideal (xn, t | n ≥ 1) is open, but
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not an ideal of definition. On the other hand, by [EGA I, 0, (7.1.6)] we have
that A has a largest ideal of definition if there exists an ideal of definition a of
A such that Nil(A/a) is nilpotent. Then it is easy to see that every open ideal
is already an ideal of definition.

Reformulating Definition 1.3.1 in terms of the underlying inverse system
yields:

Lemma 1.3.4. Each quasi-adic ring is the inverse limit of a surjective system
A over N such that ker(πn,n+1) = ker(π1,n+1)n+1. Conversely, for every such
system the limit A = limiAi is quasi-adic.

Definition 1.3.5. A quasi-adic formal scheme X is a direct limit of schemes
Xn, n ∈ N, such that Xn → Xn+1 is a closed immersion and we have

ker(OXn+1 → OXn) = ker(OXn+1 → OX1)n+1.

The definition of a quasi-preadic ring is independent of the choice of ideal
and choice of filtration, as the following lemma shows:

Lemma 1.3.6. Let A be a quasi-preadic ring and let a be any ideal of definition
for A. Then the closure an is open for all n ≥ 1 and the filtration

a ⊃ a2 ⊃ a3 ⊃ . . . (1.3a)

gives a fundamental system of neighborhoods for 0.

Proof. By assumption there exists an ideal of definition m with mn open for all
n. Then there exists an e ≥ 0 such that me ⊂ a and thus an is open for all
n. To show that (1.3a) gives a filtration we need to show that an · am ⊂ an+m.
Since an+m is open we have that

ai =
⋂

b⊂A open

ai + b ⊂ ai + an+m, i ∈ N>0.

Thus

an · am ⊂ (an + an+m) · (am + an+m) ⊂ an+m + an+m ⊂ an+m.

Finally, for any open ideal b we have ad ⊂ b for some d ≥ 1 and since any open
ideal is already closed the last assertion follows.

Corollary 1.3.7. Let f : A→ B be a continuous ring homomorphism between
quasi-preadic rings A and B. Then there exist ideals of definition a for A and
b for B such that f : (A, an)→ (B, bn) is a morphism of filtered rings.

Proof. Note that every open ideal contained in an ideal of definition is an ideal
of definition itself. Thus for any ideal of definition b of B there exists an ideal
of definition a of A with f(a) ⊂ b. Then f−1(bn) ⊃ an and therefore f−1(bn) ⊃
an.

Corollary 1.3.8. A quasi-preadic ring A is preadic if and only if there exists
an ideal of definition a with an = an for all n ≥ 1.
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The following gives a way of determining whether a given filtration is of
the form an for some ideal of definition of a. Of particular importance here is
condition (3).

Lemma 1.3.9. Let (A, an) be a filtered ring and consider A as a topological
ring with respect to the filtration {an}. Then the following are equivalent:

1. an ⊂
⋂
m≥0 a

n
1 + am for all n ≥ 1.

2. an1/an+1 ' an/an+1 for all n ≥ 1.

3. The natural map
SymA/a1

(a1/a2)→ gr(A)

is surjective.

4. gr(A) is generated by elements of degree 1 over A/a1.

In particular, if any of these conditions are met then A is quasi-preadic.

Proof. It is immediate to see that (2), (3) and (4) are equivalent. Assuming
(1), we have in particular that an ⊂ an1 + an+1, which is clearly equivalent to
(2). Now assume (2) and let f ∈ an. Then there exists fn+1 ∈ an+1 such
that f − fn+1 ∈ an1 . For fn+1 in turn there exists fn+2 ∈ an+2 such that
fn+1 − fn+2 ∈ an+1

1 . In particular, we have

f − fn+2 = f − fn+1 + fn+1 − fn+2 ∈ an1 .

Proceeding inductively, we see that f ∈
⋂
i a
n
1 + ai.

Proposition 1.3.10. If A is quasi-preadic, then its completion Â is quasi-adic.

Proof. Choose an ideal of definition a of A. By Lemma 1.3.6 the completion of
A is given by

Â = lim
n
A/an.

Then the ideals ân := ker(Â → A/an) form a fundamental system of neigh-
borhoods for 0. We have seen before that ân give a filtration. Since the map
Â→ A/an sends â1 to a/an, we have that

ân1/ân+1 ' an/an+1.

By Lemma 1.3.9 the right hand side is equal to an/an+1, which in turn is
isomorphic to ân/ân+1. Applying Lemma 1.3.9 again gives the result.

Example 1.3.11. As every preadic ring is quasi-preadic, the formal power series
ring k[[xi | i ∈ I]] with I infinite is quasi-adic but not adic.

Example 1.3.12. Here is an example of a strongly admissible ring that is not
quasi-adic. Let (A, a) be a domain that is quasi-adic but not adic, e.g. A =
k[[xn | n ∈ N]]. Let A{t} denote the ring of restricted power series in A, that
is,

A{t} = {f(t) ∈ A[[t]] | f(t) =
∑
i≥0

ait
i, ai ∈ ai}.
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Now endow A{t} with the linear topology given by

mi := {f(t) ∈ A{t} | ordt(f) ≥ i}.

It is easy to check that this makes A{t} into a strongly admissible ring. Since
A is not adic, there exists an m > 0 such that for each n ≥ m we can find
an ∈ an and an /∈ am. Then ant

n ∈ mn but ant
n /∈ mm1 + mn+1. In particular,

mm1 =
⋂
l≥0 m

m
1 + ml does not contain mn for all n ≥ 0 and is thus not open.

Lemma 1.3.13. Let A be a quasi-preadic ring and b ⊂ A any ideal. Then the
quotient A/b endowed with the quotient topology is again quasi-preadic. If A is
in addition quasi-adic and b ⊂ A closed, then A/b is quasi-adic.

Proof. Let a be an ideal of definition and consider (A, an) as a filtered ring.
Then A/b is filtered with respect to the quotient filtration b + an. Clearly

(an + b)/(b + an+1) ' (an + b)/(b + an+1)

and by Lemma 1.3.9 A/b is quasi-preadic. The second assertion follows from
Corollary 1.2.10.

Proposition 1.3.14. Let f : B → A and g : C → A be morphisms of quasi-
preadic rings. Then the tensor product B ⊗A C is again quasi-preadic and the
completed tensor product B ⊗̂A C is quasi-adic.

Proof. Let b and c be ideals of definition for B respectively C. Denote by
e : B → B ⊗A C and f : C → B ⊗A C the natural map. Since B ⊗A C carries
the final topology with respect to e and f , the ideal d generated by e(b) and
f(c) is open. Then e−1(dn) ⊃ bn and f−1(dn) ⊃ cn, so dn is open. If d′ is any
other open ideal, then e−1(d′) ⊃ bd and f−1(d′) ⊃ ce for some c, e > 0. Then
d′ ⊃ dd+e and d is an ideal of definition.

The following proposition shows that quasi-adic rings are a direct general-
ization of adic rings to the non-Noetherian case. The statement and proof are
taken (with minor modifications) from [SP, Tag 09B8] .

Proposition 1.3.15. Let A be a quasi-adic ring and a be a finitely generated
ideal of definition. Then A is adic.

Proof. Set An := A/an and Kn := ker(A → An). This gives an inverse system
of short exact sequences

0→ Kn → A→ An → 0.

Since A is quasi-adic we have that ker(An+1 → An) = anAn+1. By the snake
lemma, we see that coker(Kn+1 → Kn) ' anAn+1. This implies that the map

Kn+1/(Kn+1 ∩ an+1A)→ Kn/(Kn ∩ anA) (1.3b)

is surjective. Taking the limit of the inverse system of short exact sequences

0→ Kn/(Kn ∩ an)→ A/an → An → 0

we obtain a short exact sequence

0→ lim
n
Kn/(Kn ∩ anA)→ lim

n
A/an → A→ 0.
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By Proposition 1.2.19 we have limnA/a
n ' A, thus limKn/(Kn∩anA) = 0 and

since the transition maps (1.3b) are surjective we see that Kn/(Kn ∩ anA) = 0
for all n. Therefore A/an = An and an = an.

For quasi-adic rings we may also adapt the statement of [EGA I, 0, (7.2.6)]
to obtain the following result. Note the main difference to Proposition 1.2.20
is that we do not require a itself to be finitely generated, which makes the
assumptions slightly more general.

Proposition 1.3.16. Let A be a quasi-adic ring and a an ideal of definition.
Then A is Noetherian if and only if A/a is Noetherian and a/a2 is finitely
generated over A/a. In particular, A is adic.

Proof. The “if”-direction is clear. For the other implication let x1, . . . , xr be
generators for a/a2 over A/a. Then the map from Lemma 1.3.9

(A/a)[x1, . . . , xr] ' SymA/a(a/a2)→ gr(A)

is surjective and thus gr(A) is Noetherian. Thus for any ideal b ⊂ A its ini-
tial ideal in(b) is finitely generated. But then b is already closed and finitely
generated by Proposition 1.2.16. In particular, an = an.

1.3.2 The extended Cohen structure theorem

Let (A,m) be a local ring, then we say that A is local quasi-(pre)adic if A is
quasi-(pre)adic and m an ideal of definition. Note that any continuous map
between local quasi-(pre)adic rings is already local. In this section we want to
provide an extension of the structure theorem for Noetherian local adic rings,
as proven first by Cohen in [Coh46], to non-Noetherian local quasi-adic rings.
There are various results proven in [Coh46] which are referred to as “Cohen
structure theorem”, so let us specify the version we aim to generalize:

Theorem 1.3.17 (Cohen structure theorem). Let (A,m) be a Noetherian local
ring which is complete for the m-adic topology.

1. There exists a surjection

Λ[[x1, . . . , xn]]→ A,

where Λ is a coefficient ring for A (see Definition 1.3.39).

2. If in addition A contains a field k (i.e. A is equicharacteristic), then A is
regular if and only if A ' K[[x1, . . . , xn]], where K = A/m.

To give a basic outline of this section: we will first prove the analogue of as-
sertion (2) for quasi-adic rings and then later discuss the existence of coefficient
rings for local quasi-adic rings of mixed characteristic. Most of the modifica-
tions needed are rather minor in nature. In particular, the hardest part of (1)
is establishing the existence of so-called Cohen rings, which is done for example
in [EGA IV1, 0, (19.7)] and will not be proven again here. Similarly, the most
important step in proving (2) is the fact that any field extension is separable
if and only if it is formally smooth (see Theorem 1.3.23); we refer the reader
to [EGA IV1, 0, (19.6.1)]. Both of these statements can be used without any
modification for our proof.
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The first obstacle to generalizing Theorem 1.3.17 to non-Noetherian rings
is that the regularity condition does not make sense for rings of infinite Krull
dimension. We will thus replace it with the notion of formal smoothness for
topological rings. In fact, this is esentially an intermediate step in proving
Theorem 1.3.17 in [EGA IV1]. Let us recall the definition:

Definition 1.3.18 ([EGA IV1, 0, (19.3.1)]). Let k be a topological ring and A
a topological k-algebra. Then A is called formally smooth over k if for every
commutative square

k //

��

C

��

A //

==

C/c,

where C is a discrete topological ring and c ⊂ C an ideal with c2 = 0, there
exists a morphism A→ C of topological rings making the diagram commute.

Remark 1.3.19. Consider the embedding Ring→ TRing which endows each ring
with the discrete topology. Via this embedding Definition 1.3.18 reduces to the
(usual) notion of formally smooth ring homomorphisms.

Lemma 1.3.20 ([EGA IV1, 0, (19.3.5)(ii)]). If A is a formally smooth topo-
logical k-algebra and k → k′ a morphism of topological rings, then A ⊗k k′ is
formally smooth over k′.

A quick word of warning: any local ring (A,m) essentially of finite type and
formally smooth over a field k is already regular. The converse is not true in
general; one needs to replace A regular with A being geometrically regular, i.e.
A⊗k k is regular, where k is the algebraic closure of k. However, this distinction
is not too relevant here as any power series ring over a field is always formally
smooth with respect to its inverse limit topology:

Lemma 1.3.21. Let k be a topological ring.

1. Let A ∈ LTRing be formally smooth over k. Then the completion Â of A
is formally smooth over k as well.

2. Consider Z with the discrete topology and Z[xi | i ∈ I] with the preadic
topology with respect to the ideal (xi | i ∈ I). Then k[xi | i ∈ I] =
k ⊗Z Z[xi | i ∈ I] is formally smooth over k.

Proof. To see (1), given a commutative square

k //

��

C

��

Â // C/c

as in Definition 1.3.18, we see that there exists a morphism A → C, which
extends to a diagonal arrow Â→ C since C is discrete (and thus complete).

Now, by Lemma 1.3.20, to prove (2) it is sufficient to prove that B = Z[xi |
i ∈ I] is formally smooth over Z. Write m = (xi | i ∈ I) and consider a
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commutative square
k //

��

C

��

B // C/c

with C discrete and c2 = 0. For each xi ∈ I choose a lifting in C of the image
of xi in C/c to obtain a map B → C. Since for some n > 0 the image of mn in
C/c is 0, we get that the image of m2n is 0 in C and thus the map B → C is
continuous.

We start with the following definition:

Definition 1.3.22. Let (A,m) be a local quasi-adic ring. A subfield K ⊂ A
is called a coefficient field for A if it maps isomorphically onto A/m. If A is in
addition a topological algebra over a topological ring k, then a coefficient field
K over k is a coefficient field containing the image of k in A.

If (A,m) local quasi-preadic, then a formal coefficient field for A is a coeffi-

cient field K for Â.

By definition every coefficient field is considered with the discrete topology.
The first main result is the following:

Theorem 1.3.23 ([EGA IV1, 0, (19.6.1)]). Let k ⊂ K be an extension of fields.
Then k ⊂ K is separable if and only if K is formally smooth over k (as discrete
topological fields).

Corollary 1.3.24. Let (A,m) be a local quasi-adic ring.

1. If A is a topological algebra over a discrete ring k. If k → A/m is formally
smooth, then there exists a coefficient field K for A over k.

2. If A is equicharacteristic, then there exists a coefficient field K for A.

Proof. Write K ′ = A/m. If K ′ is formally smooth over k, then for every n ∈ N
there exists a diagonal arrow to the commutative square

k //

��

A/mn+1

��

K ′ //

;;

A/mn.

Note that mn
2

= 0 in A/mn+1. Thus we obtain a map K ′ → A whose image K
is a coefficient field for A.

Now assume that A is equicharacteristic. Let p the characteristic of K ′ :=
A/m. Then A contains the prime field k of characteristic p and since k is perfect
the composition k → A→ K ′ is a separable field extension. By Theorem 1.3.23
K ′ is a formally smooth k-algebra and we can apply part (1) to see the claim.

For a finite-variate formal power series ring A = k[[x1, . . . , xn]] the variables
xi can be characterized, up to isomorphism, by either saying that they form a
minimal set of generators for m = (x1, . . . , xn), or that they form a maximal
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regular sequence. This characterization no longer works in the infinite-variate
case, as the maximal ideal of k[[xi | i ∈ I]] is not generated by the elements xi
(see Section 1.2.1). This leads us to consider the following definition:

Definition 1.3.25. Let (A,m) be a local quasi-preadic ring. Then the A/m-
vector space m/m2 is called the continuous Zariski cotangent space. A collection
of elements xi ∈ m, i ∈ I, whose images in m/m2 form a basis are called formal
coordinates.

Example 1.3.26. For any local adic ring (A,m) the continuous Zariski cotangent
space is just the usual cotangent space. However, if I is infinite, then the
continuous Zariski cotangent space of A = k[[xi | i ∈ I]] is isomorphic to
(xi | i ∈ I)/(xi | i ∈ I)2 and a proper quotient of the (usual) cotangent space of
A.

Remark 1.3.27. If (A,m) is a local quasi-adic ring admitting a coefficient field

K, then the continuous cotangent space of A is isomorphic to Ω̂A/K⊗ÂK, where

Ω̂A/K := lim←−
n

Ω(A/mn)/K

is defined as in [EGA IV1, 0, (20.7)].

Definition 1.3.28. For any local quasi-preadic ring (A,m) the embedding di-
mension of A is defined to be the dimension of the continuous Zariski cotangent
space, that is,

edim(A) := dimA/m(m/m2) ∈ N ∪ {∞}.

Remark 1.3.29. Let us remark that, for A local quasi-adic, this definition agrees
with the usual definition of the embedding dimension of A as a local ring. More
precisely, if edim(A) < ∞, then by Proposition 1.3.16 A is adic and thus its
continuous cotangent space agrees with its (usual) Zariski cotangent space. If
edim(A) =∞, then the continuous cotangent space is a proper subspace of the
usual cotangent space and thus the (usual) embedding dimension is infinite as
well.

In particular, Definition 1.3.25 allows us to give a well-behaved notion of
cotangent map for morphisms between local quasi-adic rings.

Definition 1.3.30. Let f : (A,m) → (B, n) be a morphism between local
quasi-adic rings; write K := A/m and L := B/n. Then f induces an L-linear
map

Df : m/m2 ⊗K L→ n/n2,

which we call the continuous cotangent map of f .

Applying Lemma 1.2.24 we obtain the usual formal inverse function theorem.

Corollary 1.3.31 (Formal inverse function theorem). Let k be a field and P̂ =
k[[xi | i ∈ I]] for some index set I. Then any continuous endomorphism f :

P̂ → P̂ is an isomorphism if and only if its continuous cotangent map Df is.

Definition 1.3.32. Let (A,m) be a local quasi-adic ring. A formal embedding of

A is a surjective morphism P̂ → A of topological rings, where P̂ = K[[xi | i ∈ I]]
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is a formal power series ring over K. If the continuous cotangent map Df of
P̂ → A is an isomorphism, then we call it an efficient formal embedding.

If A is in addition a topological k-algebra, then a formal embedding P̂ → A
over k is a formal embedding that is a morphism of topological k-algebras.

We are now ready to prove the following theorem, which serves as an exten-
sion of part of the classical Cohen structure theorem to local quasi-adic rings.
One thing of note is that in assertion (1), a coefficient field might not exist.

Theorem 1.3.33 (Extended Cohen structure theorem). Let (A,m) be a local
quasi-adic ring which is a topological algebra over a discrete ring k.

1. Every choice of coefficient field K over k and formal coordinates ai ∈ A,
i ∈ I, determine an efficient formal embedding P̂ = K[[xi | i ∈ I]] → A
over k given by xi 7→ ai. Conversely, every efficient formal embedding is
of this form.

2. Assume that k → A/m is formally smooth. Then an efficient formal

embedding f : P̂ → A over k is an isomorphism if and only if A is
formally smooth over k.

3. If k → A/m is formally smooth and f : P̂ → A and f ′ : P̂ ′ → A are
efficient formal embeddings of A over k, then there exists an isomorphism
g : P̂ ′ → P̂ of topological rings such that f ′ = f ◦ g.

Example 1.3.34. In assertion (2) the assumption that k → A/m is formally
smooth is necessary. Consider A = Fp(t)[x]/(xp − t) over k = Fp(t); in other
words, the field extension obtained by adjoining a p-th root of t to Fp(t). Then
A is not formally smooth over k as it is not separable, but the identity on A
gives an efficient formal embedding of A.

Assuming that A is in addition equicharacteristic and choosing k in Theo-
rem 1.3.33 to be the prime field contained in A we obtain as a consequence:

Corollary 1.3.35. Let (A,m) be a local quasi-adic ring which is equicharacter-

istic. Then there exists an efficient formal embedding f : P̂ → A. Moreover,
A is isomorphic to a formal power series ring over its residue field A/m if and
only if A is formally smooth over its prime field k.

Proof. By Corollary 1.3.24 there exists a coefficient field K for A over its prime
field k and by (1) of Theorem 1.3.33 any choice of formal coordinates give an
efficient formal embedding. On the other hand, every coefficient field K for
A clearly contain k. Since k is perfect, we have that k → A/m is separable
and thus formally smooth. Therefore the last assertion follows from (2) of
Theorem 1.3.33.

Proof of Theorem 1.3.33. The proof is a slight variation of that of [EGA IV1, 0,
(19.5.4.2)]. Write An := A/mn and S := SymK(m/m2) as well as n := ker(S →
K) and Sn := S/nn.

We start by proving (1). A choice of a coefficient field K of A over k cor-

responds to a choice of a k-linear section K
s−→ A → K. Similarly, a choice of

formal coordinates ai ∈ A, i ∈ I, corresponds to choosing a K-linear section

m/m2 s′−→ m→ m/m2. The datum of s and s′ determine a unique map of filtered
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rings v : (S, nn)→ (A,mn). In particular, after identifying S with its associated
graded gr(S), the map gr(v) is just the natural map

S = SymK(m/m2)→ gr(A),

which is surjective by Lemma 1.3.9. Since Ŝ ' P̂ = K[[xi | i ∈ I]] with xi
mapping to āi ∈ m/m2, the map v̂ : Ŝ → A gives an efficient formal embedding

by Proposition 1.2.13. Conversely, given any efficient formal embedding f : P̂ →
A clearly f(K) is a coefficient field of A and the image of xi in m/m2 form a
basis.

To prove (2), we assume first that A is formally smooth over k. Consider
the morphism vn : Sn → An induced by v, which is surjective and has nilpotent
kernel. Thus, since A is formally smooth over k, there exists a diagonal arrow
wn for the commutative square

k //

��

Sn

��

A //

wn

>>

An

which is continuous. Taking inverse limits we obtain a factorization A
w−→ S

v−→ A
of idA. Denoting by grd(w) : grd(A) → grd(S) the map between homogeneous
elements of degree d of the associated graded rings, we see that gr0(w) = idK

and gr1(w) = idm/m2 . Thus the composition gr(S)
gr(v)−−−→ gr(A)

gr(w)−−−→ gr(S) is

the identity on gr(S), which in turn implies that gr(v) is injective. Therefore

the efficient formal embedding Ŝ → A is an isomorphism.
Finally, to prove (3), let f : P̂ → A and f ′ : P̂ ′ → A be efficient formal

embeddings corresponding to the choice of coefficient fields K and K ′ as well
as formal coordinates ai, i ∈ I and a′i, i ∈ I. Denote by n the maximal ideal of

P̂ . For each n ∈ N consider the commutative square

k //

��

P̂ /nn

fn

��

K ′ // A/mn.

Since ker(fn) is nilpotent and k → K ′ is formally smooth, for each n there exists

a diagonal map K ′ → P̂ /nn and taking the limit we obtain a map K ′ → P̂ which

gives an isomorphism K ′ → K. As f is surjective, there are elements gi ∈ P̂
with f(gi) = a′i ∈ A. The morphism g : P̂ ′ → P̂ is then obtained as the

completion of the morphism P ′ = K ′[xi | i ∈ I]→ P̂ given by xi 7→ gi.

Remark 1.3.36. Part (2) of Theorem 1.3.33 can also be derived directly as a
consequence of [EGA IV1, 0, (19.5.3)]. To see this, apply part (ii) of the latter
to obtain that the map

ϕn : Symn
A/m(m/m2)→ mn/mn+1

is what is called a bimorphisme formel in [EGA IV1, 0, (19.1.2)], that is, the
completion of ϕn is an isomorphism. As mn/mn+1 carries the induced topology,
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its completion is given by mn/mn+1 and we can apply Lemma 1.3.9 to deduce
part (2) of Theorem 1.3.33. As the proof of [EGA IV1, 0, (19.5.3)] is rather
involved and the level of generality not necessary for our purposes, we decide to
include a far shorter and self-contained proof here.

Remark 1.3.37. By the same argument of the proof of part (3) of Theorem 1.3.33,

one can see that given any two formal embeddings τ : P̂ → A and τ ′ : P̂ ′ → A
(not necessarily efficient) there is always a map ϕ : P̂ ′ → P̂ such that τ ′ = τ ◦ϕ,
and if τ efficient then ϕ is surjective.

An immediate consequence of Theorem 1.3.33 is that the embedding dimen-
sion of A can be computed by via its formal embeddings as follows:

Corollary 1.3.38. Let (A,m) be a local quasi-adic ring which is equicharacter-
istic. Then

edim(A) = min
f

dim P̂

where the minimum is taken over all choices of formal embeddings f : P̂ → A
and is achieved whenever f is an efficient formal embedding.

Proof. If f : P̂ → A is any formal embedding, then the map on associated
graded rings gr(f) is surjective by Theorem 1.3.33. In particular the continuous

cotangent map Df is surjective. Therefore edim(A) ≤ edim(P̂ ) = dim P̂ . If f
is efficient, then Df is an isomorphism and equality holds.

Let us now briefly turn our attention to the mixed characteristic case, where
we essentially follow [SP, Tag 0323] . As the existence of a coefficient field is no
longer guaranteed for quasi-adic rings of mixed characteristic, we need to allow
more general coefficient rings to obtain an analogue to the formal embeddings
established in Corollary 1.3.35. The required properties are often specified as
follows:

Definition 1.3.39. If (A,m) is a local quasi-adic ring, then a coefficient ring
for A is a continuous injection (Λ, pΛ) → (A,m) with Λ local with maximal
ideal pΛ and p the characteristic of A/m such that Λ is complete with respect
to the pΛ-adic topology and Λ/pΛ ' A/m.

Note that the map Λ→ A being continuous is equivalent to Λ ∩mn = pnΛ.
Definition 1.3.39 can be broken down to mean the following:

1. If the characteristic p of A/m is 0 or pA = 0, then any coefficient ring
Λ for A is just a field (endowed with the discrete topology). This is the
equicharacteristic case we have already discussed.

2. If p > 0 and p is not nilpotent in A, then a coefficient ring Λ is a complete
discrete valuation ring with residue field A/m and uniformizer p.

3. If p > 0 and pn = 0 in A, then a coefficient ring Λ is an Artinian local
ring with residue field A/m and maximal ideal generated by p.

We will now prove that every local quasi-adic (A,m) has a coefficient ring.
As the proof is practically the same as for local adic rings, we will only give a
sketch here and refer the reader to [SP, Tag 0323] for more details.
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Proposition 1.3.40. Let (A,m) be a local quasi-adic ring. Then there exists a
coefficient ring for A.

Proof. If the characteristic of A/m is 0, then A is necessarily equicharacteristic
and we are done by Corollary 1.3.24. So assume that char(A/m) = p > 0. We
will make use of two facts:

1. For every field k with char(k) = p > 0 there exists a complete discrete
valuation ring Λ with uniformizer p and such that Λ/pΛ ' A/m (see [SP,
Tag 0328] ).

2. For every such Λ the natural map Z/pnZ → Λ/pnΛ is formally smooth
(see [SP, Tag 0329] ).

Thus we take any such Λ and assume that we have constructed Λ/pnΛ →
A/mn+1 inducing an isomorphism on residue fields. Since Z/pnZ → Λ/pnΛ is
formally smooth there exists a diagonal arrow making the square

Z/pnZ //

��

A/mn+1

��

Λ/pn+1Λ //

99

A/mn

commute. Taking the limit we obtain a map Λ → A which induces an isomor-
phism of residue fields. Its image is a coefficient ring for A.

Corollary 1.3.41. For every local quasi-adic ring (A,m) there exists a surjec-
tion

Λ ⊗̂Z Z[[xi | i ∈ I]]→ A,

with Λ a coefficient ring.

Remark 1.3.42. Note that, if |I| =∞, then Λ ⊗̂Z Z[[xi | i ∈ I]] 6' Λ[[xi | i ∈ I]].
Indeed, this is for much the same reason as was mentioned in Remark 1.2.3:
consider the polynomial ring Zp[xn | n ∈ N] with coefficients in the ring of
p-adic integers. Its completion A := Zp ⊗̂Z Z[[xn | n ∈ N]] is a quasi-adic ring
with coefficient ring Zp. Observe that

f =
∑
n≥1

xnp
n ∈ A

is not an element of Zp[[xi | i ∈ I]].

Proof of Corollary 1.3.41. This is done as in the proof of part (1) of Theo-
rem 1.3.33. By Proposition 1.3.40, there exists a coefficient ring (Λ, pΛ) for A.
Let ai ∈ A, i ∈ I, be elements whose images in m/m2 form a basis. Consider
the morphism

τ : Λ[xi | i ∈ I]→ A, xi 7→ ai,

where we consider the left hand side as endowed the preadic topology with
respect to the ideal m′ := pΛ + (xi | i ∈ I). As τ is continuous, it extends to
a map τ̂ : Λ ⊗̂k k[[xi | i ∈ I]] → A. By Lemma 1.2.23, the induced map on
associated gradeds is given by

gr(τ) : gr(Λ)[xi | i ∈ I]→ gr(A),

and is surjective by Lemma 1.3.9. Thus so, by Proposition 1.2.13, τ is surjective.
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1.4 Flatness of completion

It is a universally well-known fact that the completion of a finitely generated
module over a Noetherian adic ring A is flat. Less well-known is that the
completion of any (not necessarily finitely generated) flat module over A is flat
again; a proof of this result can be found for example in [Yek18] or [SP, Tag
0AGW] . In this section we are considering a different situation: namely, when
the ring A is no longer Noetherian. In this case, partial results using a weaker
version of flatness were obtained in [Yek18, Theorem 0.4]. Our main result in
this section shows that the completion of an infinite-variate polynomial ring over
a field is flat. On the negative side, we give an example of a non-Noetherian local
separated ring (A,m) whose m-adic completion Â is not flat, see Example 1.4.9.
This demonstrates that flatness of the completion map is a rather subtle question
in the non-Noetherian case.

Let A be a ring and m an ideal in A. Given an A-module E we will consider
the m-adic topology on E and we will denote by Ê its m-adic completion. We
are interested in conditions guaranteeing that the natural map A→ Â is flat.

Definition 1.4.1. Let E be an A-module and F a submodule of E. We say
that F ⊆ E has the Artin–Rees property with respect to m if there exists a
c ∈ N such that, for all n > c, we have

mnE ∩ F = mn−c(mcE ∩ F ).

The smallest such c is called the Artin–Rees index of F ⊆ E with respect to m.
We say that A has the Artin–Rees property with respect to m if so does every
finitely generated submodule of a finitely generated free A-module.

The Artin–Rees property for F ⊆ E guarantees that the m-adic topology
of F coincides with the topology induced by the m-adic topology of E. In this
context it is natural to consider the Rees algebra A∗ =

⊕
n≥0 m

n and the graded
A∗-modules

E∗ =
⊕
n≥0

mnE and F ∗ =
⊕
n≥0

mnE ∩ F.

Lemma 1.4.2. F ⊆ E has the Artin–Rees property if and only if there exists
a c ∈ N such that F ∗ is generated as a graded A∗-module by elements of degree
≤ c. Moreover, the Artin–Rees index of F ⊆ E is the smallest such c.

Proof. This is immediate from the definitions. Compare with [Bou72, Chap-
ter III, Section 3.1, Theorem 1] or [Mat89, Theorem 8.5] or [AM16, Lemma 10.8],
but notice that no finite generation hypotheses are needed for the statement of
the lemma.

Remark 1.4.3. By the classical Artin–Rees lemma [Mat89, Theorem 8.5], any
Noetherian ring A has the Artin–Rees property with respect to any ideal m ⊂ A.
By contrast, there exist non-Noetherian rings, even finite dimensional, which do
not have the Artin–Rees property. A zero-dimensional example is given by

A = k[xi | i ∈ N]/(x1 − xmm | m ≥ 2) + (xn+1
n | n ≥ 1),

with m = (xi | i ∈ N) and F = (x1) ⊂ E = A. Clearly x1 ∈ mn for all n, but
there is no f ∈ m such that x1 = x1f .
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In complete analogy with the Noetherian case, we prove that the Artin–Rees
property implies flatness of the completion. We recall that a ring is coherent if
every finitely generated ideal is finitely presented.

Proposition 1.4.4. Let A be a coherent ring with the Artin–Rees property
with respect to m ⊂ A, and let Â be its m-adic completion. Then A→ Â is flat.
Moreover, if a ⊂ A is a finitely generated ideal, then aÂ is closed in Â (that is,

aÂ = â).

Proof. Let a be a finitely generated ideal of A. Since A is coherent, there exists
an exact sequence

Ap // Aq
ϕ
// a // 0.

Moreover, since the Artin–Rees property holds for kerϕ ⊂ Aq, the m-adic topol-
ogy on kerϕ agrees with the one induced by the inclusion kerϕ ⊂ Aq. From
[Bou72, Chapter III, Section 2.12, Lemma 2] or [AM16, Lemma 10.3], the se-
quence remains exact after taking m-adic completions, and we have a commu-
tative diagram

Ap ⊗A Â //

��

Aq ⊗A Â //

��

a⊗A Â //

��

0

Âp // Âq
ϕ̂

// â // 0

with exact rows. Since taking completion commutes with finite direct sums, the
map a⊗A Â→ â is an isomorphism. As the natural map â→ Â is an injection,
flatness of A→ Â follows from [Mat89, Theorem 7.7]. The fact that a⊗A Â→ â

is an isomorphism also shows that aÂ = â.

The following theorem gives a first example of a non-Noetherian ring with
the Artin–Rees property. We were not able to find a reference for this statement
in the literature.

Theorem 1.4.5. Let S be a Noetherian ring and n any ideal of S. For any
set I consider P = S[xi | i ∈ I] and m = (xi | i ∈ I) + n. Then P has the
Artin–Rees property with respect to m.

Proof. Let E be a finitely generated free P -module and F ⊆ E a finitely gener-
ated submodule. Assume that E is freely generated by e1, . . . , es

Given any subset J ⊆ I, we write PJ := S[xi | i ∈ J ], and for any ideal
a ⊆ P we denote aJ := a ∩ PJ . We define EJ := PJ · e1 ⊕ · · · ⊕ PJ · es, and for
any P -submodule G ⊆ E we write GJ := EJ ∩ G. Note that P,m, a, E,G are
the colimits of PJ ,mJ , aJ , EJ , GJ for J ⊆ I finite. We have

GJ ∩G′J = (G ∩G′)J , aJGJ ⊆ (aG)J , aJEJ = (aE)J , and (mJ)n = (mn)J .

In particular, for all n, d ∈ N with n > d, we have

mnJEJ ∩ FJ = (mnE ∩ F )J and mn−dJ (mdJEJ ∩ FJ) ⊆ (mn−d(mdE ∩ F ))J .

Assume that F is generated by f1, . . . , fr. Then there exists a finite set
L ⊂ I such that f1, . . . , fr ∈ FL, and for any J with L ⊆ J ⊆ I we have
FJ = PJ · f1 + · · ·+ PJ · fr = PJ · FL.
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Since PL is Noetherian it has the Artin–Rees property with respect to mL,
and hence there exists a c ∈ N such that

mnLEL ∩ FL = mn−cL (mcLEL ∩ FL)

for all n > c. The smallest such c is the Artin–Rees index of FL ⊆ EL. Since for
any finite set J with L ⊆ J ⊂ I we have FJ = PJ ·FL, we can apply Lemma 1.4.6
and we see that the Artin–Rees index of FJ ⊆ EJ is again c. This implies that

(mnE ∩ F )J ⊆ (mn−c(mcE ∩ F ))J .

Taking the colimit for all finite J ⊂ I we get that

mnE ∩ F ⊆ mn−c(mcE ∩ F ).

The reversed inclusion is immediate, and the theorem follows.

Lemma 1.4.6. Let A0 be a Noetherian ring, m0 ⊂ A0 an ideal, E0 a finitely
generated A0-module, and F0 ⊆ E0 a submodule. Let z be a new variable and
consider the ring A = A0[z], the ideal m = m0A + (z), the extension E =
A ⊗A0

E0 = E0[z], and F = A ⊗A0
F0 = F0[z]. Then the Artin–Rees index of

F ⊆ E with respect to m equals the Artin–Rees index of F0 ⊆ E0 with respect to
m0.

Proof. Let c0 and c be the Artin–Rees indexes of F0 ⊆ E0 and F ⊆ E. As in
Lemma 1.4.2, consider the Rees algebras

A∗0 =
⊕
n≥0

mn0 and A∗ =
⊕
n≥0

mn,

and the graded modules

F ∗0 =
⊕
n≥0

mn0E0 ∩ F0 and F ∗ =
⊕
n≥0

mnE ∩ F.

Then F0 is generated in degree ≤ c0 as a graded A0-algebra (and not in any
lower degree), and similarly for F .

Any element f ∈ mnE ∩ F can be written as f =
∑n
i=0 fiz

n−i where fi ∈
mi0E0∩F0. In particular, F ∗ is generated by F ∗0 as an A∗-algebra, and therefore
c ≤ c0. Conversely, if F ∗ is generated by homogeneous elements f (1), . . . , f (r)

with f (j) =
∑
i f

(j)
i znj−i, then F ∗0 is generated by f

(1)
n1 , . . . , f

(r)
nr . We see that

c0 ≤ c, and the result follows.

Remark 1.4.7. If A and m are as in Remark 1.4.3 then we have A = colimmAm
where

Am = k[x1, . . . , xm]/(x1 − xii, xi+1
i , 1 < i ≤ m).

It is easy to check that the Artin–Rees index of (x1) ⊂ Am is m and A does not
have the Artin–Rees property.

Corollary 1.4.8. Let S → T be a map of Noetherian rings. As above, suppose
that S has the discrete topology, and let T be equipped with the n-adic topology
where n ⊂ T is an ideal. Then the natural map

T [xi | i ∈ I] = T ⊗S S[xi | i ∈ I]→ T ⊗̂S S[xi | i ∈ I]

is flat. In particular:
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1. for any index set I the completion map S[xi | i ∈ I] → S[[xi | i ∈ I]] is
flat, and

2. for every finite subset J ⊂ I the inclusion S[[xj | j ∈ J ]]→ S[[xi | i ∈ I]]
is flat.

Proof. By Proposition 1.2.21 a basis for the topology on T [xi | i ∈ I] is given
by the filtration ∑

n+m=d

nm[xi | i ∈ I] + (xi | i ∈ I)n, d ∈ N,

which is easily seen to be equivalent to the m-adic one, where m := (xi | i ∈
I)+n. As T [xi | i ∈ I] is coherent, the first assertion follows from Theorem 1.4.5
and Proposition 1.4.4. Regarding the last two assertions, (1) follows by observ-
ing that S ⊗̂S S[xi | i ∈ I] = S[[xi | i ∈ I]], and (2) by taking T = S[[xj | j ∈ J ]]
with the (xj | j ∈ J)-adic topology and observing that the given inclusion
factors as

S[[xj | j ∈ J ]]→ S[[xj | j ∈ J ]][xi | i ∈ I \ J ]→ S[[xi | i ∈ I]]

and so is flat.

The following example shows that extending Corollary 1.4.8 beyond polyno-
mial rings is rather delicate.

Example 1.4.9. For quotients A of k[xi | i ∈ I] the completion map A→ Â need
not be flat, even if the topology of A is separated. Consider the ideal

a = (yx1, yx
n
n − zxn−1

n−1 | n > 1)

in P = k[xn, y, z | n ∈ N>0] and the quotient A = P/a. Let m = (xn, y, z |
n ∈ N>0) ⊂ A. As m is weighted homogeneous with respect to the positive
weights w(xn) = w(y) = 1, w(z) = 2, it follows that the m-adic topology
on A is separated. Consider the element y − z, which is annihilated by the
series f =

∑
n≥1 x

n
n. If Â were flat over A, there would exist polynomials

a1, . . . , ar ∈ A annihilating y − z such that f can be written as f =
∑r
j=1 ajbj

where bj ∈ Â.
Considering this equation modulo (y, z), we have written f as a linear com-

bination of polynomials in k[xn | n ∈ N>0], which is clearly impossible.

We close this section with the following analogue to Proposition 1.2.16 for
polynomial rings.

Proposition 1.4.10. Let P = S[xi | i ∈ I] and m = (xi | i ∈ I), where S
is a ring and I a set. Let a ⊂ Pm be an ideal such that in(a) ⊂ P is finitely
generated. Then a is finitely generated.

Proof. Let f1, . . . , fr ∈ a be such that in(f1), . . . , in(fr) generate in(a). Since

in(a) = in(â), we can apply Proposition 1.2.16 to see that â = (f1, . . . , fr)P̂ .

By Corollary 1.4.8 the map Pm → P̂ is faithfully flat and thus a ⊂ â ∩ Pm =
(f1, . . . , fr)Pm. The other inclusion is trivial, so a = (f1, . . . , fr).
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1.5 Standard bases and the division theorem

Standard bases of ideals of (finite-variate) formal power series are a classical tool
both in computational algebra as well as in singularity theory. Even though the
principal ideas remain the same, some care has to be taken when extending
results to the infinite-variate case. Our goal in this section is to give a proof
of both the Grauert–Hironaka division theorem (see [Gra72; Hir77]) as well as
a version of the Buchberger criterion for infinite-variate power series rings. We
also refer the reader to [Bec90] whose proof we follow closely here. As we do not
make explicit use of the results of this section anywhere else in this monograph,
the reader should consider this section purely expository in nature.

Throughout this section we will always assume k to be a field - not necessarily
of characteristic 0 - and I to be an index set of arbitrary size. In order to be
more in line with other works on standard bases we will change our notation
in this section. That is, we write O := k[xi | i ∈ I] for the polynomial ring
in indeterminates xi, i ∈ I, as well as m := (xi | i ∈ I) for the maximal ideal

of O generated by all the xi. Moreover, write Ô := k[[xi | i ∈ I]] for the
corresponding power series ring over k. For any subset J ⊂ I we will write
O(J) := k[xj | j ∈ J ] and Ô(J) := k[[xj | j ∈ J ]]. By M(I) we denote the set
of monomials in the indeterminates xi, i ∈ I, that is, M(I) := {xα | α ∈ N(I)}.

1.5.1 Weighted degrees and filtrations

In this section we will briefly introduce weighted degrees and their associated
filtrations on the rings O and Ô. For I finite, these notions are of course well-
known. In the general case however we need to introduce some conditions to
ensure compatibility with the inverse limit structure of Ô.

Let ω : I → R>0 be a function and write ωi := ω(i). We say that ω is a
weight system on I (or M(I)) if it is bounded by some a, b > 0, i.e for all i ∈ I

a < ωi < b.

For a monomial xα ∈ M(I) we define its ω-degree as degω(xα) := ω · α =∑
i ωiαi. We define the ω-order of a polynomial f =

∑
α∈N(I) fαx

α ∈ O to be

ordω(f) := min{ω · α, fα 6= 0}.

The ω-order in turn gives us a descending N-filtration of O by ideals

Oω,d := {f ∈ O : ordω(f) ≥ d},

Now we have the following result:

Lemma 1.5.1. If ω is a weight system, then the filtration {Oω,d}d∈N is equiv-
alent to the m-adic filtration of O.

Proof. Let a, b > 0 be such that a < ωi < b for all i ∈ I. For e > 0 choose d
such that ad > e, then Oω,d ⊂ me. Conversely, for d > 0 choose e such that
db < e. Thus me ⊂ Oω,d.

Corollary 1.5.2. The completions of O with respect to the m-adic filtration
and the filtration {Oω,d} agree. In particular, there exist truncation maps

πdω : Ô → O/Oω,d
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such that a power series f =
∑
α∈N(I) fαx

α ∈ Ô gets mapped to

πdω(f) =
∑
ω·α<d

fαx
α.

Example 1.5.3. Let I = N, then one particularly useful choice of weight system
is the following: let pi ∈ Z>0 be pairwise coprime positive integers and ci :=
dlog(pi)e. By construction ωi := log(pi)/ci gives a weight system, with the
additional property that for any given e ∈ R>0 there is at most one monomial
in M(I) of degree e. In fact, such a choice of weight system already gives a
monomial order, as seen later in Example 1.5.4.

1.5.2 Standard bases in power series rings

The goal of this section is to prove Buchberger’s criterion for standard bases of
infinite-variate power series by means of the Grauert–Hironaka division theorem.
The main technical obstacle of working with standard bases in power series rings,
when compared to Gröbner bases in polynomial rings, is to ensure compatibility
with the inverse limit structure. In particular, we will need to consider special
types of monomial orders. Recall that a monomial order on M(I) is a total
ordering < of M(I) satisfying:

xα < xβ ⇒ xγxα < xγxβ , ∀xγ ∈M(I).

We will identify such any monomial order < with the induced (additive) order
on N(I) and use them interchangibly.

Let ω be a weight system on I. Then a monomial order < is called admissible
(with respect to ω) if, for every α, β ∈ N(I) we have

degω(xα) ≥ degω(xβ)⇒ xα ≤ xβ .

So monomials of smaller degrees will be larger with respect to <. Such <
are often called a local monomial orders in the literature (see [Greuel Pfister]).
Admissible orders will not be well orderings, in contrast to the monomial orders
usually used in Gröbner basis applications.

Example 1.5.4. Let I = N be countable and consider the weight system of
Example 1.5.3. Define a monomial order on N (I) via

α <ω β :⇔ ω · α > ω · β.

Then <ω is an admissible monomial order with respect to the filtration induced
by ω.

Remark 1.5.5. If |I| = ∞ then there are admissible monomial orders < such
that there exist infinite chains of monomials

. . . < xαi < xαi−1 < . . . < xα0 ,

all of which have the same ω-degree. For example, choose I = N and < the
degree lexicographic ordering where

x1 > x2 > . . .
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In fact, this phenomenon is the main technical obstruction when adapting the
classical proof of the Division theorem to the infinite-variate case (see Theo-
rem 1.5.6 and in particular Lemma 1.5.7). One could bypass this by a suitable
choice of admissible monomial order <; however, we do want to allow monomial
orders such as the degree lexicographic ordering which are compatible with the
standard filtration on O.

For the rest of this section let ω be a weight system and fix a monomial order
< admissible with respect to ω. For any series f ∈ Ô there exists a Λ ⊂ N(I)

such that f may be written as

f =
∑
α∈Λ

fαx
α, fα 6= 0.

We call Λ the support of f and write supp(f) = Λ. Now let β be the <-largest
element of f , which always exists by Corollary 1.5.2. We define:

• lt<(f) := fβx
β , the leading term of f .

• lm<(f) := xβ , the leading monomial of f .

• lc<(f) := fβ , the leading coefficient of f .

• lexp<(f) := β, the leading exponent of f .

• tail<(f) := f − lt(f), the tail of f .

We will omit the < in the index whenever there is no ambiguity.
Throughout the following, we fix an admissible monomial order <. For any

given f1, . . . , fm ∈ Ô, let αi := lexp(fi) and define ∆ to be the submonoid of N(I)

generated by α1, . . . , αm, written ∆ = 〈α1, . . . , αm〉. Denote the complement of
∆ in N(I) as ∆c. We define submonoids ∆1, . . . ,∆m ⊂ N(I) recursively as

∆1 := 〈α1〉, ∆i := 〈αi〉 \ 〈α1, . . . , αi−1〉

and finally

Γi :=

{
∆i − αi, ∆i 6= ∅,
0, else

For any subset Λ ⊂ N(I) we write

ÔΛ := {f ∈ Ô : supp(f) ⊂ Λ}.

For example, no term of f ∈ Ô∆c
is divisible by xαi for some i = 1, . . . ,m, while

Ô{0} = k.
The above definitions are classical in the case where |I| <∞ and are used to

prove a variant of the Grauert–Hironaka division theorem. For any infinite I the
same proof works with minor modifications, the latter of which could be omitted
altogether by considering only particular monomial orders (see Remark 1.5.5).

Theorem 1.5.6 (Grauert–Hironaka division). Let f1, . . . , fm ∈ Ô and < be
any admissible monomial order with respect to some weight system ω. Consider
the operator

Φ : ÔΓ1
× . . .× ÔΓm × Ô∆c

→ Ô,

(q1, . . . , qm, r) 7→
m∑
i=1

qifi + r,
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where ÔΓi and Ô∆c
are defined as before. Then Φ is invertible.

Proof. Consider the map Ψ : ÔΓ1 × . . .× ÔΓm × Ô∆c → Ô given by

Ψ(q1, . . . , qm, r) :=

m∑
i=1

qix
αi + r,

which is clearly an isomorphism. We will show that Φ ◦ Ψ−1 is invertible by
proving that

∑
n Θn converges, where Θ := id−Φ ◦ Ψ−1. For f ∈ Ô, write

f =
∑
qix

αi + r with qi ∈ ÔΓi and r ∈ Ô∆c . Then

Θ(f) =

m∑
i=1

qi(x
αi − fi),

and thus lm(Θ(f)) < lm(f). Clearly ordω(Θ(f)) ≥ ordω(f). It is sufficient to
prove that, for some n > 0, we have ordω(Θn(f)) > ordω(f). To prove this

assertion, assume the contrary. As before, we write πd = πdω : Ô → O/Oω,d for
the truncation map. We will make use of the following lemma.

Lemma 1.5.7. For all d > 0 there exists a finite subset J ⊂ I, depending only
on f1, . . . , fm, such that: if πd(f) ∈ Ô(L) for some L ⊂ I, then πd(Θ(f)) ∈
Ô(L ∪ J).

Proof. Choose J ⊂ I finite such that πd(f1), . . . , πd(fm) ∈ Ô(J). Consider

Ψ−1(f) =
∑m
i=1 qix

αi + r and write qi = q′i + q′′i with q′i ∈ Ô(L) and q′ix
αi =

πd(qix
αi). Then πd(q′ifi) = πd(qifi). Thus

πd(Θ(f)) =

m∑
i=1

πd(qix
αi)︸ ︷︷ ︸

∈Ô(L)

−πd(qifi)︸ ︷︷ ︸
∈Ô(L∪J)

.

Choose a finite L ⊃ J such that πd(f) ∈ Ô(L), then by the above we have

that πd(Θn(f)) ∈ Ô(L) for every n > 0. This implies that there exists an
infinite chain of monomials in M(L)

. . . < lm(Θn+1(f)) < lm(Θn(f)) < . . . < lm(f),

all of the same ω-degree. Since L is finite, this is impossible.

Remark 1.5.8. In fact, both Φ and its inverse from the theorem are textile in
the sense of [BH10; HW], i.e. the coefficients of Φ(f) are polynomials in the
coefficients of f .

Definition 1.5.9. For any ideal a of Ô the initial ideal of a (with respect to
the monomial order <) is defined as

in<(a) := (lt<(f), f ∈ a) ⊂ Ô.

A finite set F = {f1, . . . , fm} of elements of a is called a standard basis if the
corresponding set of leading terms {lt<(f1), . . . , lt<(fm)} generates in<(a).
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As before, we will omit the < in the index whenever there is no ambiguity.

Remark 1.5.10. In Theorem 1.5.11 we will prove that any standard basis of
an ideal of Ô already generates it. As we require standard bases to be finite,
that implies that there does not exist a standard basis for non-finitely generated
ideals, for example the maximal ideal of Ô when |I| =∞.

On the other hand, to our knowledge, the question of whether a finitely
generated ideal of Ô always has a standard basis is still open. As mentioned in
Remark 1.2.1, for |I| = ∞ the ring Ô is not the colimit over its finite-variate
power series subrings, hence we cannot immediately deduce the existence of a
standard basis for general finitely generated ideals O from the finite-variate case.
However, if we limit ourselves to ideals a which are generated by f1, . . . , fr ∈
Ô(J) for J ⊂ I finite, then we will see in Corollary 1.5.13 that any standard

basis for the ideal a ∩ Ô(J) will give one for a itself. We will call such ideals a
of finite definition and they will be the main subject of Section 1.6.

The division theorem is the main ingredient in proving the Buchberger cri-
terion for standard bases in power series ring. Let us briefly recall the definition
of s-pair in our setting: for f, g ∈ Ô we write xα := lm(f), xβ := lm(g) and
xγ := lcm(xα, xβ). Then the s-pair of f, g is defined to be the series

S(f, g) := lc(g)xγ−αf − lc(f)xγ−βg.

Theorem 1.5.11 (Buchberger criterion). Let a ⊂ Ô be an ideal and F =
{f1, . . . , fm} ⊂ a. Then the following are equivalent

1. F is a standard basis of a.

2. F generates a and every g ∈ Ô has a unique normal form with respect to
F , i.e. there exist q1, . . . , qm ∈ Ô and a unique r ∈ Ô such that

g =

m∑
i=1

qifi + r

and no monomial of r is divisible by any lt(fi).

3. Every f ∈ a has standard representation with respect to F , i.e. there exist
q1, . . . , qm ∈ Ô with f =

∑m
i=1 qifi and lt(f) ≥ lt(qi) lt(fi).

4. Every s-pair S(fi, fj) has standard representation with respect to F for all
i, j.

Proof. The proof of the equivalence of (1)-(3) is exactly the same as in the
classical case and we shall reproduce it here. First, let us see that (1) implies
(3). If f ∈ a then Theorem 1.5.6 implies that

f =

m∑
i=1

qifi + r,

with no monomial of r being divisible by xαi . But r ∈ a and thus lt(r) ∈ in(a) =
(xα1 , . . . , xαm), which implies r = 0.
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Now assume (3) and let us prove (2). Suppose g may be written as g =∑
i qifi + r =

∑
i q̃ifi + r̃. Then

r − r̃ =

m∑
i=1

(qi − q̃i)fi

and we get lt(r − r̃) = 0 and thus r − r̃ = 0. Finally, to see that (2) implies
(1) observe that 0 is the unique normal form for any f ∈ a and hence lt(f) is
divisible by some xαi .

(3) implies (4) is obvious, so we are left to show that (4) implies that F is
a standard basis. We follow the argument given by [Bec90] and first prove that
we may refine any presentation that is not standard by means of the s-pair.

Lemma 1.5.12. Let F = {f1, . . . , fm} be a subset of Ô such that, for all i,j,
the s-pair S(fi, fj) has standard representation with respect to F . For every
d > 0 there exists a finite subset J ⊂ I with the following property: for every
f ∈ Ô and presentation f =

∑
i qifi which is not standard, i.e.,

lm(f) < min
i

lm(qi) lm(fi)

and such that πd(f), πd(qi) ∈ Ô(L) for some L ⊂ I, there exist q′1, . . . , q
′
m ∈ Ô

with f =
∑
i q
′
ifi, π

d(q′i) ∈ Ô(L ∪ J) and

min
i

lm(q′i) lm(fi) < min
i

lm(qi) lm(fi).

Proof. For all i, j fix a standard representation of S(fi, fj), i.e. choose p
(i,j)
l ∈ Ô

such that

S(fi, fj) =

m∑
l=1

p
(i,j)
l fl.

Choose J such that πd(fi), π
d(p

(i,j)
l ) ∈ Ô(J) for all i, j, l.

Let f =
∑m
i=1 qifi be a presentation which is not standard; we will prove

the theorem by induction on the number k of j ∈ {1, . . . ,m} such that

lm(qj) lm(fj) = min
i

lm(qi) lm(fi)

Since, by our assumptions, we have that k ≥ 2, let us first prove the case k = 2.
Then, without loss of generality, we may assume that

lm(q1) lm(f1) = lm(q2) lm(f2) = min
i

lm(qi) lm(fi).

Thus lt(q1) lt(f1) = − lt(q2) lt(f2) and there exist c ∈ k and α ∈ N(I) such that

lt(q1)f1 + lt(q2)f2 = cxαS(f1, f2) = cxα
m∑
l=1

p
(1,2)
l fl.

Set
q′i := qi − lt(qi) + cxαp

(1,2)
i , i = 1, 2,

and
q′i := qi + cxαp

(1,2)
i , i > 2.
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Clearly πd(q′i) ∈ O(L ∪ J) for all i. Furthermore, it is easy to check that
f =

∑m
i=1 q

′
ifi. Finally, since

lm(xαp
(1,2)
i ) < lm(q1) lm(f1) = lm(q2) lm(f2),

we see that
lm(q′i) lm(fi) ≤ lm(qi) lm(fi),

with the inequality being strict for i = 1, 2.
Now assume the statement has been proven for k − 1 and, again, assume

without loss of generality that

lm(q1) lm(f1) = lm(q2) lm(f2) = min
i

lm(qi) lm(fi).

Then we write

f = q1f1 −
lc(q1f1)

lc(q2f2)
q2f2 +

(
lc(q1f1)

lc(q2f2)
+ 1

)
q2f2 +

m∑
i=3

qifi.

Repeating the above argument for the first two summands yields a presentation

f = r1f1 + r2f2 +

m∑
i=2

q′ifi

satisfying ri, q
′
i ∈ Ô(L ∪ J) and

lm(rj) lm(fj) < lm(qj) lm(fj), j = 1, 2

lm(q′i) lm(fi) ≤ lm(qi) lm(fi), i = 2, . . . ,m.

Thus there exist at most k − 1 indices i with

lm(q′i) lm(fi) = min
i

lm(qi) lm(fi)

and we can apply induction to finish the proof.

To prove the missing implication of Theorem 1.5.11, assume that there ex-
ists an f ∈ a which does not have standard representation. Let d ≥ ordω(f)
and J be the finite subset of I in the statement of Lemma 1.5.12. For L ⊃ J
finite we choose a presentation f =

∑m
i=1 qifi with πd(qi) ∈ Ô(L) and such

that mini lm(qi) lm(fi) is <-minimal among all such presentations. Note that
for some L this minimum exists since lm(qi) lm(fi) ∈ M(L) and there exist
only finitely many monomials in M(L) smaller than lm(f). Now applying
Lemma 1.5.12 gives a contradiction to the minimality.

Corollary 1.5.13. Let J ⊂ I be a finite subset and a ⊂ Ô(J) be an ideal. Then

any standard basis for a gives a standard basis for the extension ae := aÔ.

Proof. Follows immediately from (4) of Theorem 1.5.11.

Corollary 1.5.14. Let ω be a weight system and < an ω-admissible monomial
ordering. Let a be an ideal of Ô. Then any standard basis of a gives a set of
generators for inω(a).

Proof. Follows immediately from (3) of Theorem 1.5.11.
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1.6 Ideals of finite definition

In this section, we fix a field k and a set I, and consider the polynomial ring
P = k[xi | i ∈ I] and the power series ring P̂ = k[[xi | i ∈ I]]. An important

class of ideals in P̂ are those generated by finitely many power series involving
only finitely many variables. This section is devoted to studying the properties
of such ideals; in particular, we will prove that their height in P̂ is always finite,
a fact we will make use of in Section 2.5.2.

For any subset J ⊂ I, we write PJ = k[xi | i ∈ J ] and P̂J = k[[xi | i ∈ J ]],

and for any ideal a ⊂ P̂ we denote aJ := a ∩ P̂J .

Definition 1.6.1. Let a ⊂ P̂ be an ideal.

1. We say that a is of finite definition with respect to the indeterminates xi
if there exists a finite subset J ⊂ I such that a = aJ P̂ .

2. Similarly, a is of finite polynomial definition with respect to the indeter-
minates xi if it is generated by finitely many polynomials, i.e., elements
in P .

3. We say that a is of finite (polynomial) definition if there exist a isomor-

phism P̂ ' k[[x′i | i ∈ I]] of topological k-algebras such that a is of finite
(polynomial) definition with respect to the formal coordinates x′i.

Definition 1.6.2. Let (A,m, k) be an equicharacteristic local quasi-preadic
ring.

1. A weak DGK decomposition for A is an isomorphism Â ' k[[xi | i ∈ I]]/a
where a is an ideal of finite definition.

2. A DGK decomposition for A is an isomorphism Â ' k[[xi | i ∈ I]]/a with
a of finite polynomial definition.

3. We say that a (weak) DGK decomposition Â ' k[[xi | i ∈ I]]/a is efficient

if the quotient map k[[xi | i ∈ I]]→ Â is an efficient formal embedding.

Remark 1.6.3. If A has a DGK decomposition, then we have an isomorphism
Â ' B̂⊗̂k P̂ where P̂ is a power series ring and (B, n, k) is a local k-algebra which

is essentially of finite type. Geometrically, this means that Spf(Â) ∼= Ẑz×̂∆I

where ∆I = Spf(k[[xi | i ∈ I]]) and Ẑz is the formal neighborhood of a scheme
Z of finite type over k at a point z ∈ Z(k). If A has a weak DGK decomposition,

then Â ' B ⊗̂k P̂ where B is a Noetherian complete local ring with residue field
k.

Example 1.6.4. The existence of a weak DGK decomposition for a ring A does
not imply the existence of a DGK decomposition for A. This can be seen by
considering the following example given by Whitney. Let f(t) be a transcen-
dental power series with complex coefficients and with f(0) = 0, and consider
the equation

g = xy(y − x)(y − (3 + t)x)(y − (4 + f(t))x).

It is proven in [Whi65, Example 14.1] that B = C[[x, y, t]]/(g) is not isomorphic
to the completion of a local ring of a C-scheme of finite type. In particular,
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any local ring A for which Â ' B (for example, B itself) admits a weak DGK
decomposition but not a DGK decomposition.

We now give another example of a local ring A such that Â ' B. This
example has the advantage of being explicitly presented as the localization of
a quotient of a polynomial ring in countably many variables. Write f(t) =∑
i≥1 ait

i ∈ C[[t]]. Consider the polynomial ring P = C[x, y, t, zn | n ≥ 0] and
the ideal

a = (h, zn−1 − znt− ant | n ≥ 1)

where
h = xy(y − x)(y − (3 + t)x)(y − (4 + z0)x).

Let A be the localization of P/a at the ideal (x, y, t, zn | n ≥ 0). Then, in Â, we
have for each m ≥ 1

z0 − f(t) = zmt
m −

∑
i≥m+1

ait
i ∈ m̂m,

and for each m ≥ n+ 1

zn −
∑
i≥n+1

ait
i−n = zmt

m−n −
∑

i≥m+1

ait
i−n ∈ m̂m−n,

Thus it follows that Â ' C[[x, y, t, z0]]/(h, z0 − f(t)) ' C[[x, y, t]]/(g) = B.

Remark 1.6.5. An analogous definition of finite definition can be given for ideals
in a polynomial ring P = k[xi | i ∈ I]. It is easy to see that the definition does
not depend on the choice of indeterminates, and that an ideal of P is of finite
definition if and only if it is finitely generated. By contrast, in a power series ring
not every ideal of finite definition is so with respect to the given indeterminates
xi, and not every finitely generated ideal is of finite definition. For instance,
consider P̂ = k[[xn | n ∈ N]]. The principal ideal generated by f =

∑
n≥1 x

n
n

is of finite definition by Corollary 1.3.31 but not in the indeterminates xi. As
for the second claim, an example is given by the principal ideal generated by
g =

∑
n≥1 x

n+1
n , which, as we shall discuss next, is not of finite definition if

k is of characteristic 0. Indeed, assume by contradiction that there exists an
isomorphism P̂ ' k[[yn | n ∈ N]] such that gP̂ is of finite definition with respect
to the indeterminates yn. Pick a variable yr not appearing in the generators
for gP̂ , and consider the regular continuous derivation d = ∂/∂yr on P̂ . Notice

that d(g) = 0. By regularity, we have d(xm) ∈ P̂× for some m ≥ 1. Writing
d(g) =

∑
n≥1(n + 1)xnnd(xn), we see that ordxm(d(g)) < ∞, contradicting the

fact that d(g) = 0.

We are interested in understanding heights of ideals of finite definition. We
start by looking at their minimal primes.

Proposition 1.6.6. If a ⊂ P̂ is an ideal of finite definition, then a has a
finite number of minimal primes, and each of them is of finite definition. More
precisely, let J ⊂ I be a finite subset and assume that a = aJ P̂ . If p ⊂ P̂ is a
minimal prime of a, then p = pJ P̂ . Moreover, the assignment p 7→ pJ gives a
bijection between the minimal primes of a and the minimal primes of aJ .

Proof. Notice that if p ⊂ P̂ is a prime ideal, then pJ ⊂ P̂J remains prime.
Moreover, by Corollary 1.4.8 we have that P̂J → P̂ is faithfully flat and thus
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q = (qP̂ ) ∩ P̂J for any ideal q ⊂ P̂J . It is therefore sufficient to show that,

for every prime ideal q ⊂ P̂J , the extension qP̂ is prime. By Remark 1.2.2 we

have an injection P̂ → (P̂J)N
(I\J)

. Since J is finite, P̂J is Noetherian and q is

finitely generated. This implies that q (P̂J)N
(I\J)

= qN
(I\J)

, that is, the elements

of the extension q (P̂J)N
(I\J)

are precisely the Bourbaki power series that, when
expanded in the variables indexed by I \ J , have coefficients in q. Therefore
have an injection

P̂ /qP̂ ↪→ (P̂J/q)N
(I\J)

and the ring in the right hand side is clearly a domain. Thus qP̂ is prime.

Remark 1.6.7. In the setup of the proof of Proposition 1.6.6, if J is infinite then

it is no longer true that q (P̂J)N
(I\J)

= qN
(I\J)

for an arbitrary prime q ⊂ P̂J .

For example, let J = N, pick i0 ∈ I \ J , let q = m̂J be the maximal ideal in P̂J ,

and consider the series f =
∑
n∈N xnx

n
i0

. Then f the belongs to qN
(I\J)

but not

to q (P̂J)N
(I\J)

. We do not know if the extension qP̂ remains prime when J is
infinite.

Remark 1.6.8. Proposition 1.6.6 shows that the ideal (xi | i ∈ J)P̂ is prime
whenever J is finite. Since colimits of prime ideals remain prime, one sees that
(xi | i ∈ J)P̂ is prime for an arbitrary subset J . In particular m0 = (xi | i ∈ I)P̂

is prime. Notice that P̂ /m0 has infinite dimension when I is infinite.

The proof of the following theorem uses the results of Section 1.4 and Propo-
sition 1.6.12.

Theorem 1.6.9. If J ⊂ I is a finite subset, and a = aJ P̂ , then ht(a) = ht(aJ).

Proof. From Proposition 1.6.6 we can assume that a = p = pJ P̂ is a prime ideal.
Notice that p ⊂ b := (xj | j ∈ J). From Proposition 1.6.12 the localization P̂b

is Noetherian, and therefore P̂p, which is a further localization of P̂b, is also

Noetherian. By Corollary 1.4.8 the extension P̂J ⊂ P̂ is flat, and therefore the
extension (P̂J)pJ ⊂ P̂p is also flat. Since P̂p is Noetherian, it follows from by
[Mat89, Theorem 15.1] that ht(p) = ht(pJ).

Corollary 1.6.10. Let a ⊂ P̂ be any ideal of finite definition. For every mini-
mal prime p of a, we have ht(p) <∞.

Remark 1.6.11. In the case of polynomial rings these properties are easy to
prove, and in fact there is a strong converse to the analogue of Corollary 1.6.10,
since every prime ideal of finite height in a polynomial ring P = k[xi | i ∈ I] is
finitely generated. To see this, suppose p ⊂ k[xi | i ∈ I] is a prime ideal that is
not finitely generated. Recall that p is the colimit of the ideals p∩PJ as J ranges
among the finite subsets of I. This implies that we can fix an embedding N ⊂ I
and find an increasing sequence {rn | n ∈ N} ⊂ N such that, if pn ⊂ k[xi | i ∈ I]
is the ideal generated by p ∩ k[x1, . . . , xrn ], then pn ( pn+1 for all n. Since pn
are all prime and are contained in p, it follows that ht(p) =∞.

Moreover, for arbitrary ideals a of P it is proven in [GH93, Theorem 3.3]
that a is finitely generated if and only if it has finitely many associated primes,
each of which is of finite height.
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Proposition 1.6.12. For every finite J ⊂ I, the localization P̂(xj |j∈J) is Noethe-
rian.

Proof. As discussed in Remark 1.2.3, since J is finite we have an isomorphism

P̂ ' k[[xi | i ∈ I \ J ]][[xj | j ∈ J ]].

The proposition now follows from the next lemma.

Lemma 1.6.13. For any n ∈ N, let P̂n := P̂ [[y1, . . . , yn]] and consider the ideal

bn := (y1, . . . , yn) in P̂n. Then the localization (P̂n)bn is a Noetherian ring.

The proof of Lemma 1.6.13 uses the generalization of the Weierstrass division
theorem established in Proposition 1.2.27. Recall that f ∈ P̂n is yn-regular of
order d if its image under the canonical map P̂n → k[[yn]] is nonzero of order d.

Theorem 1.6.14. Let f ∈ P̂n+1 be yn+1-regular of order d. For every g ∈ P̂n+1

there exist unique q ∈ P̂n+1 and r ∈ P̂n[yn+1] such that g = qf + r and r has
degree < r as a polynomial in yn+1.

The next lemma ensures that we can apply Theorem 1.6.14 to prove
Lemma 1.6.13.

Lemma 1.6.15. Let f ∈ P̂n+1 = P̂ [[y1, . . . , yn+1]] be a nonzero element. Then

there exists a continuous k-automorphism ϕ : P̂n+1 → P̂n+1 such that ϕ(bn+1) =
bn+1 and ϕ(f) is yn+1-regular.

Proof. If f is already yn+1-regular, then we are done. If not, then pick any
monomial of the form xd1i1 · · ·x

dr
ir
ye11 · · · y

en+1

n+1 appearing in the expansion of f .
Then decompose f as

f = f ′ + f ′′, f ′ ∈ k[[xi1 , . . . , xir , y1, . . . , yn+1]],

such that f ′ cannot be decomposed further as above. By [Art69, Lemma 6.11]
there exist new coordinates x′ij = xij + y

aj
n+1, y′l = yl + ybln+1, and y′n+1 := yn+1.

such that f ′(x′ij , y
′
l) is y′n+1-regular. We may extend this change of coordinates

trivially to a continuous automorphism ϕ : P̂n+1 → P̂n+1 by setting x′i = xi for
all indices i that are different from ij for all j. Then clearly ϕ(f) is yn+1-regular
and ϕ fixes bn+1 = (y1, . . . , yn+1).

Proof of Lemma 1.6.13. We prove the lemma by induction on n. Let Qn :=
(P̂n)bn . Clearly Q0 ' Quot(P̂ ), so let us assume that Qn is Noetherian. We
have injections Qn → Qn+1. Let a be an ideal of Qn+1 and f ∈ a, f 6= 0. After

multiplication by a unit we may assume f ∈ P̂n+1; by Lemma 1.6.15 we may
also assume f is y-regular. Consider the ideal a′ := a ∩ Qn[yn+1]. Since Qn
is Noetherian, so is Qn[yn+1] and thus there exist f1, . . . , fr ∈ Qn[yn+1] that
generate a′. We claim that a = (f, f1, . . . , fr)Qn+1.

Let g ∈ a. By Theorem 1.6.14, there exist a unit u ∈ Qn+1, q ∈ P̂n+1, and

r ∈ P̂n[yn+1] such that ug = qf + r. Since r ∈ a′, we can find v1, . . . , vr ∈ Qn
such that r =

∑r
j=1 vjfj . Hence we have g = u−1qf +

∑r
j=1 u

−1vjfj , which
proves our claim.
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Chapter 2

Differentials and derivations

The main objective of this chapter is to introduce differentials and derivations
as a tool both for the study of arc spaces and the local structure of singularities.
Sections 2.1 and 2.2 are taken from [CN20] and are devoted to the study of
higher derivations of both rings and modules. We give a construction of the
respective universal objects, the Hasse-Schmidt algebra and the Hasse-Schmidt
module, and recover the formula for the sheaf of differentials of jet and arc
spaces in [dFD20] in the affine case (see also Section 3.2). In Section 2.3 we give
an extended criterion for the existence of smooth factors in terms of regular
derivations as in [CH17]. A brief digression to the case of algebraic varieties
follows in Section 2.4, where we reprove a result of Ephraim (see [Eph78]) in
the algebraic case. This serves as additional motivation for considering the
embedding codimension as a formal invariant in Section 2.5, which was taken
from [CdFD20].

2.1 Higher derivations and the Hasse–Schmidt
algebra

Higher derivations (often also referred to as Hasse–Schmidt derivations) were
introduced by [SH37] as an extension of the classical notion of a derivation of
rings which is better behaved in the positive characteristic case. Our interest
in them here is two-fold: on the one hand (continuous) higher derivations are
used in the most general statement of the Zariski–Lipman–Nagata theorem (see
Section 2.3); on the other hand the universal algebra of higher derivations is the
algebraic counterpart of the n-th jet space resp. the arc space of an algebraic
variety, which is the main object of study in Chapter 3.

In this section we will briefly recall some well-established facts about higher
derivations and the universal algebra associated to them, which we call the
Hasse–Schmidt algebra and denote by HSnk (A). Our main references here are
[Voj07] and [Rib71a], [Rib71b], where a more in-depth treatment can be found.
Furthermore, we will extend these notions to graded rings and show that the
corresponding universal object can be obtained by endowing HSnk (A) with an
induced (natural) grading. This grading will become useful in Section 2.2, where
it will allow us to prove Theorem 2.2.12 as one of the main results of that section.
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2.1.1 Higher derivations

If A, C are k-algebras and n ∈ N∪{∞}, then a higher derivation D = (Di)
n
i=0 :

A→ C of order n is a collection of k-linear maps Di : A→ C such that D0 is a
map of k-algebras and the higher Leibniz rules are satisfied:

Di(ab) =
∑
k+l=i

Dk(a)Dl(b).

We write D ∈ HSnk (A,C). There exist bijections

HSnk (A,C) ' HomAlgk(A,C[[t]]n), (2.1a)

which are natural in A and C. The image of D under this map will be denoted
by γD.

If C has in addition an A-algebra structure, then we write HSnA/k(A,C) for
the subset of all higher derivations D such that D0 : A → C is the structure
map a 7→ a · 1C . The natural bijections Eq. (2.1a) restrict to

HSnA/k(A,C) ' Hom◦Algk
(A,C[[t]]n), (2.1b)

where the right-hand side denotes the subset of k-algebra maps γ : A→ C[[t]]n
such that γ modulo (t) equals the structure map A→ C.

For any k-algebra A the functor HSnk (A,−) is representable by a k-algebra
HSnk (A), the Hasse–Schmidt algebra, which comes equipped with a universal
higher derivation dnA = (dnA,i) : A → HSnk (A). The map A → HSnk (A)[[t]]n
corresponding to dnA under Eq. (2.1a) will be denoted by γnA. By definition for
every k-algebra C there exists natural bijections

HomAlgk(HSnk (A), C) ' HSnk (A,C) ' HomAlgk(A,C[[t]]n), (2.1c)

given by

ϕ ∈ HomAlgk(HSnk (A), C) 7−→ ϕ̃ ◦ γnA ∈ HomAlgk(A,C[[t]]n),

where ϕ̃ : HSnk (A)[[t]]n → C[[t]]n is the t-linear extension of ϕ. We write ϕD
for the map HSnk (A)→ C corresponding to a higher derivation D ∈ HSnk (A,C):
Di = ϕD◦dnA,i for all i. For convenience’s sake we will often write An := HSnk (A).

Similarly, for every A-algebra C we obtain bijections

HomAlgA(HSnk (A), C) ' HSnA/k(A,C) ' Hom◦Algk
(A,C[[t]]n), (2.1d)

which are natural in C.

Remark 2.1.1. The assignment A 7→ HSnk (A) yields a functor Algk → Algk;
in particular, any k-algebra map f : A → A′ gives rise to a natural map fn :
HSnk (A)→ HSnk (A′) such that fn ◦ dnA,i = dnA′,i ◦ f for all i.

Remark 2.1.2. For m > n there exist natural maps π∗m,n : HSnk (A) → HSmk (A)
obtained from the truncations

C[[t]]m → C[[t]]n.

We will refer to the maps π∗m,n as co-truncation maps.
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Remark 2.1.3. The co-truncation maps π∗m,n give rise to a directed system and
we have HS∞k (A) ' colimnHS

n
k (A). Indeed, this follows directly from the

universal property of the Hasse–Schmidt algebra, as we have natural bijections

HomAlgk(A,C[[t]]) ' HomAlgk(A, lim←−
n

C[[t]]n) ' lim←−
n

HomAlgk(A,C[[t]]n).

The Hasse–Schmidt algebra HSnk (A) can be constructed as a quotient of the
polynomial algebra

A[x(i) | x ∈ A, i = 1, . . . , n]

by the ideal generated by

(x+ y)(i) − x(i) − y(i), x, y ∈ A (2.1e)

(xy)(i) −
∑
k+l=i

x(k)y(l), x, y ∈ A

a(i), a ∈ k,

for i = 1, . . . ,m; note that we identify x(0) with x ∈ A. See [Voj07] for more
details. In this presentation the universal higher derivation dnA is given by
dnA,i(x) = x(i).

Remark 2.1.4. There exists a natural N-grading of HSnk (A) given by deg(x(i)) =
i for x ∈ A, which we will refer to as the structural grading of HSnk (A). In-
deed, notice that the system of equations (2.1e) is homogeneous with respect
to deg(x(i)) = i. Moreover, for any k-algebra map f : A→ A′ the natural map
fn : HSnk (A)→ HSnk (A′) from Remark 2.1.1 is graded.

2.1.2 Graded higher derivations

Let us first consider the case n ∈ N, i.e. of higher derivations of finite order.
Let k be a ring and A =

⊕
i∈NAi and C =

⊕
i∈N Ci graded k-algebras (where

we regarded k with the trivial grading; in particular the sets of homogeneous
elements Ai and Ci are k-modules). We call a higher derivation D = (Di)i :
A → C of order n graded if every component Di is graded (of degree 0), that
is, we have Di(Aj) ⊂ Cj for all j ∈ N. The set of all such D will be denoted
by HSnk,gr(A,C). Note that C[[t]]n is a free C-module of rank n + 1 and thus
carries a natural grading induced by C. It is then immediate that the natural
isomorphism Eq. (2.1a) restricts to

HSnk,gr(A,C) ' HomAlgk,gr(A,C[[t]]n).

We claim that there exists an N-grading onHSnk (A), different from the structural
grading introduced in Remark 2.1.4, such that, for every N-graded k-algebra C,
the natural bijections Eq. (2.1c) restrict to natural bijections

HomAlgk,gr(HS
n
k (A), C) ' HSnk,gr(A,C) ' HomAlgk,gr(A,C[[t]]n).

In particular γA : A→ HSnk (A)[[t]]n will be a map of graded k-algebras. We call
this grading the induced grading of HSnk (A). To construct the induced grading,
note that, if A =

⊕
i∈NAi, then the presentation given by Eq. (2.1e) can be

refined such that A is given as the quotient of

A[x(i) | x ∈ Aj , j ∈ N, i = 1, . . . , n]

57



by the ideal generated by

(x+ y)(i) − x(i) − y(i), x, y ∈ Aj (2.1f)

(xy)(i) −
∑
k+l=i

x(k)y(l), x, y ∈ Aj

a(i), a ∈ k,

for i = 1, . . . ,m and j ∈ N. We define the induced grading by setting deg(x(i)) :=
j for x ∈ Aj . Note that the system Eq. (2.1f) is homogeneous with respect to
this grading, so it is well-defined. The k-module (HSnk (A))i of elements of degree
i is generated by the set of products

{x(j1)
1 · · ·x(jr)

r | xl ∈ Ail , i1 + . . .+ ir = i}.

Note that (HSnk (A))0 = HSnk (A0) and (HSnk (A))i is a module over HSnk (A0).
Now to see the claim above, if ϕD : HSnk (A)→ C is graded, then ϕD(x(j)) ∈

Ci for x ∈ Ai. The map γD : A→ C[[t]]n corresponding to ϕD under Eq. (2.1c)
is given by

x 7→
n∑
j=0

ϕD(x(j))tj ,

and thus is graded. The other direction follows in analogy.

Remark 2.1.5. Under the above hypotheses, for any D ∈ HSnk,gr(A,C), we con-
sider D0 = (D0

i )i, with D0
i : A0 → C0 the degree 0 part of Di : A → C. It is

clear that D0 ∈ HSnk (A0, C0).

In fact, taking the Hasse–Schmidt algebra gives rise to a functor Algk,gr →
Algk,gr:

Theorem 2.1.6. Let n ∈ N and A =
⊕

iAi be a graded k-algebra (where we
consider k with the trivial grading). Then the assignment A 7→ HSnk (A) yields a
functor Algk,gr → Algk,gr satisfying the following: for every N-graded k-algebra
C there exist bijections

HomAlgk,gr(HS
n
k (A), C) ' HomAlgk,gr(A,C[[t]]n), (2.1g)

natural in A and C.

Remark 2.1.7. Similarly, if C is a graded A-algebra and HSnA/k,gr(A,C) denotes
the subset of graded higher derivations D : A→ C such that D0 : A→ C is the
structure map, then there exist natural bijections

HomAlgA,gr(HS
n
k (A), C) ' HSnA/k,gr(A,C) ' Hom◦Algk,gr

(A,C[[t]]n). (2.1h)

Note that HSnk (A) is a graded A-algebra by construction.

Let us now consider the case n = ∞. Clearly the co-truncation maps
π∗m,n : HSnk (A) → HSmk (A), m > n preserve the gradings on both sides. By
Remark 2.1.3 we obtain a grading on HS∞k (A) coming from its direct limit
structure. However, note that there exists no result which is directly analogous
to Theorem 2.1.6, since, for C a graded k-algebra, the power series ring C[[t]]
does no longer carry a grading compatible with that of C itself. In fact, one
would need to interpret HomAlgk,gr(A,C[[t]]) as the set of all k-algebra maps
ϕ : A→ C[[t]] such that ϕ(Ai) ⊂ Ci[[t]] for all i ≥ 0.
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Remark 2.1.8. The structural grading of HSnk (A) (see Remark 2.1.4) together
with its induced grading yields an N-bigrading of HSnk (A). Indeed, observe that
in the presentation given by Eq. (2.1f) this bigrading is defined via deg(x(j)) =
(i, j) for x ∈ Ai. Moreover, for f : A → A′ a map between graded k-algebras,
the induced map fn : HSnk (A)→ HSnk (A′) clearly respects the bigrading. Hence
we can view A 7→ HSnk (A) as a functor from N-graded k-algebras to N-bigraded
k-algebras.

The following lemma states that the functors HSnk (−) commute with each
other and is one of the main ingredients of the proof of Theorem 2.2.15.

Lemma 2.1.9. Let A be a k-algebra. For all m,n ∈ N∪{∞} there exist natural
isomorphisms of graded An-algebras

HSnk (HSmk (A)) ' HSmk (HSnk (A)),

where we consider the left-hand side with its structural grading and the right-
hand side with its induced grading.

Remark 2.1.10. An alternative way of stating Lemma 2.1.9 is by means of multi-
variate higher derivations. See [Nar18, Corollary 2.3.12] for a precise statement
and [Nar20, Section 2] for generalities on multivariate higher derivations.

Proof of Lemma 2.1.9. We give a short sketch of the proof here. Assume first
that n ∈ N and C is a graded An-algebra. Consider the chain of isomorphisms

Homk(HSnk (HSmk (A)), C) ' Homk(A, (C[[s]]n)[[t]]m)

' Homk(A, (C[[t]]m)[[s]]n) ' Homk(HSmk (HSnk (A)), C).
(2.1i)

Then it is straightforward to check that all isomorphisms in Eq. (2.1i) preserve
both the grading and the An-algebra structure. Thus we are done by Theo-
rem 2.1.6. For the case n =∞, observe that the functor A 7→ HSmk (A) is a left
adjoint and therefore the statement follows from

colim
n

HSnk (HSmk (A)) ' colim
n

HSmk (HSnk (A)) ' HSmk (colim
n

HSnk (A)).

2.2 Higher derivations of modules and the Hasse–
Schmidt module

Higher derivations of modules were first introduced in [Rib80] in analogy to
higher derivations of rings as a means of providing a notion of a module homo-
morphism carrying “infinitesimal information”. In particular, there too exists
a universal object parametrizing such higher derivations of modules, which we
call the Hasse–Schmidt module. This construction was implicitly considered in
[dFD20] when establishing a formula for the sheaf of differentials of jet and
arc spaces (the full version of which we will prove in Section 3.2). Their main
observation was that the Hasse–Schmidt module is given by tensoring with a
module Qn, which we construct here as the dual of a certain bimodule. As
such, we start this section with a brief digression on the notion of a (strongly)
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dualizable bimodule, which is a natural extension of the notion of a dualizable
object in a monoidal category. We will then recall the definition of a higher
derivation of modules and the Hasse–Schmidt module and compare the latter
to the Hasse–Schmidt algebra by means of the symmetric algebra (see Theo-
rem 2.2.12). Finally, we will prove the main formula in [dFD20] in the affine
case, using Theorem 2.2.12 and the fact that the Hasse–Schmidt algebra func-
tors commute. We should also mention that Section 3.2 should be read as a
natural continuation of this section, providing a global version of the results
here after introducing jet and arc spaces.

2.2.1 Dualizable bimodules and limits

Let A be a ring and M a left A-module, then the right A-module M∨ :=
HomA(M,A) is commonly called the dual module of M . In general, the dual
of a module is not well-behaved, as for example M might not be reflexive, i.e.
the natural map M → (M∨)∨ might not be an isomorphism. For a module M
to be dualizable we will thus require it to have a dual object in the (stronger)
categorical sense of [DP80]. In this section we will recall some well-known and
elementary facts about dualizable (bi)modules, which will be used to establish
the existence of the Hasse–Schmidt module in Section 2.2.

Let us start by fixing some notation. If M and N are both right A-modules,
we denote the set of right A-homomorphisms M → N by Hom(−,A)(M,N).
Similarly, if M and N are left B-modules, we write Hom(B,−)(M,N) for the set
of left B-homomorphisms M → N . This choice of notation will allow us to be
precise about the type of structure considered when dealing with bimodules.

Let A, B be (not necessarily) commutative rings. Recall that a (B,A)-
bimodule P is an abelian group which is both a left B-module and a right
A-module and which satisfies b(xa) = (bx)a for x ∈ P , a ∈ A, b ∈ B. We
say that P is left dualizable if there exists an (A,B)-bimodule Q and bimodule
homomorphisms

η : A→ Q⊗B P, θ : P ⊗A Q→ B

such that the diagrams

A⊗A Q
η⊗idQ

//

'
��

(Q⊗B P )⊗A Q

'
��

Q⊗B B Q⊗B (P ⊗A Q)
idQ⊗θ

oo

and

P ⊗A A
idP ⊗η //

'
��

P ⊗A (Q⊗B P )

'
��

B ⊗B P (P ⊗A Q)⊗B P,
θ⊗idPoo

commute, with the vertical arrows being the associators and unitors. The map
θ is called the evaluation and the map η the coevaluation. Furthermore, the
(A,B)-bimodule Q is unique up to isomorphism and will be referred to as the
left dual of P . If there is no ambiguity we will write P∨ = Q and Q∨ = P . Note
that P being left dualizable is equivalent to saying that the functor −⊗BP from
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right B-modules to right A-modules is right adjoint to − ⊗A Q; in particular,
by tensor-hom adjunction we have a natural isomorphism

P ' Hom(−,B)(Q,B).

We will now recall this classical result, which characterizes dualizable bi-
modules as those who are finite projective.

Theorem 2.2.1. Let P be a (B,A)-bimodule. Then P is left dualizable if and
only if it is finitely generated projective as a left B-module. In particular, we
have bijections

Hom(−,A)(M,N ⊗B P ) ' Hom(−,B)(M ⊗A P∨, N),

which are natural in M and N .

Remark 2.2.2. If a functor G is left adjoint to −⊗BP , then G is automatically of
the form −⊗AQ for some (A,B)-bimodule Q (see for example [Sch09, Theorem
3.60]). Thus P being left dualizable is equivalent to −⊗B P being right adjoint.

Remark 2.2.3. If C is a monoidal category (for example, the category of modules
over a commutative ring R), then a dualizable object X of C is an adjoint to
the morphism corresponding to X in the delooping 2-category BC. Similarly, a
bimodule P is left dualizable if the corresponding 1-morphism in the bicategory
of algebras, bimodules and intertwiners (as introduced in [Bén67]) is a right
adjoint.

For the purposes of the next section we need to consider the case where P is
a cofiltered limit of (B,A)-bimodules Pi, which are finitely generated projective
as left B-modules. In general, P will not be finite projective over B itself, so
there does not exist a (left) dual of P in the sense discussed above. However,
the functor limi(−⊗B Pi) does have a left adjoint, which just follows from the
fact that right adjoints commute with limits. We summarize this fact in the
following corollary:

Corollary 2.2.4. Let P = limi Pi be a cofiltered limit of (B,A)-bimodules Pi
which are finitely generated projective over B. Then the left duals P∨i form a
filtered system. Furthermore, we have bijections

Hom(−,A)(M, lim
i
N ⊗B Pi) ' Hom(−,B)(M ⊗A colim

i
P∨i , N),

which are natural in M and N .

2.2.2 Higher derivations of modules and the Hasse–Schmidt
module

Higher derivations of modules were first introduced in [Rib80], where they were
defined with respect to a given higher derivation of rings. The existence of a uni-
versal object, which we call Hasse–Schmidt module, parametrizing such higher
derivations was already established there; however, it also appeared implicitly
in more detail in [dFD20]. In this section our aim is to provide a top-down
view of the construction of the Hasse–Schmidt module and how it relates to the
Hasse–Schmidt algebra by means of Theorem 2.2.12, which is the main result
of this section.
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Throughout this section we will write An := HSnk (A) for the Hasse–Schmidt
algebra of a k-algebra A. All rings considered here are assumed to be com-
mutative; in particular, we do not have to distinguish between left and right
actions.

Let now A and C be k-algebras and D = (Di)
n
i=0 : A → C be a higher

derivation of length n over k. A higher derivation over D, ∆ = (∆i)
n
i=0 : M →

N , where M ∈ ModA, N ∈ ModC , is a collection of k-linear maps ∆i : M → N
satisfying

∆i(a ·m) =
∑
k+l=i

Dk(a) ·∆l(m), a ∈ A,m ∈M.

The set of all such maps is denoted by HSnD(M,N). We have isomorphisms

HSnD(M,N) ' HomA(M,N [[t]]n),

which are natural in M and N . Note that the A-module structure on N [[t]]n
above comes from scalar restriction through γD : A → C[[t]]n, with Di =
ϕD ◦ dnA,i. If we consider N as an An-module via restriction by ϕD : An → C,
then we see that

HSnD(M,N) ' HSndnA(M,N).

Let us first treat the case n ∈ N. We consider An[[t]]n as a (An, A)-bimodule,
where the left action is just the usual multiplication and the right action is
induced by γA. Then we have an isomorphism of right A-modules

N [[t]]n ' N ⊗An An[[t]]n.

Note that An[[t]]n is free of rank n+ 1 over An. By Theorem 2.2.1 we get

HSndnA(M,N) ' HomA(M,N ⊗An An[[t]]n) ' HomAn(M ⊗A (An[[t]]n)∨, N),

where (An[[t]]n)∨ ' Hom(−,An)(An[[t]]n, An) is the left dual of An[[t]]n. Using
the fact that extension of scalars is left adjoint to restriction, we obtain

HSnD(M,N) ' HomC(M ⊗A (An[[t]]n)∨ ⊗An C,N)

Now, in the case n =∞, we have that A∞[[t]] = limnA∞[[t]]n is the limit of a
projective system of (A∞, A)-bimodules which are finite free over A∞. Arguing
as before and applying Corollary 2.2.4 yields

HS∞D (M,N) ' HomC(M ⊗A colim
n

(A∞[[t]]n)∨ ⊗A∞ C,N).

Thus we have proven the following result:

Theorem 2.2.5 ([Rib80, §4]). Let A and C be k-algebras and D : A → C be
a higher derivation of order n ∈ N ∪ {∞}. Then, for any A-module M , the
functor

HSnD(M,−) : ModC → Set

is representable by a module HSnA/k(M)⊗An C, where we call the An-module
HSnA/k(M) the n-th Hasse–Schmidt module of M . Moreover, we have

HSnA/k(M) 'M ⊗A (An[[t]]n)∨

for n ∈ N and
HS∞A/k(M) 'M ⊗A colim

n
(A∞[[t]]n)∨,

where (A∞[[t]]n)∨ is the (left) dual of the finite free A∞-module A∞[[t]]n.
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Remark 2.2.6. The module HSnA/k(M) comes attached with a universal higher
derivation ∆M : M → HSnA/k(M) over dnA : A → An. We want to give an ex-
plicit description of ∆M in the case where M = A, i.e. HSnA/k(M) = (An[[t]]n)∨.
To that avail, if n ∈ N, observe that theA-module map αD : A→ HSnA/k(A)[[t]]n
corresponding to ∆A is just the coevaluation. Thus, if we take the standard ba-
sis ti, i = 0, . . . , n for An[[t]]n over An and let t[i], i = 0, . . . , n, denote the dual
basis, the map αA is given by

1A 7→
n∑
i=0

t[i]ti. (2.2a)

Note that if n = ∞ then the images of t[i], i ∈ N, in colimn(A∞[[t]]n)∨ form a
basis over A∞. Hence the universal higher derivation ∆A : A → HSnA/k(A) is
given by

(∆A)i(1A) = t[i]. (2.2b)

Remark 2.2.7. For n ∈ N, since An[[t]]n is finite free over An, we have that

HSnA/k(M) 'M ⊗A An[[t]]n

as An-modules. Indeed, choosing the same basis as in Remark 2.2.6, this iso-
morphism is given identifying An[[t]]n with its dual via ti 7→ t[i].

Remark 2.2.8. As An[[t]]n is free for n ∈ N∪{∞}, if M is projective respectively
free then so is HSnA/k(M).

Remark 2.2.9. Alternatively one could consider triples (C,D,N), with C a k-
algebra, D ∈ HSnk (A,C) and N a C-modules, a suitable notion of morphism
between such triples and the functor which associates to each such triple the
set HSnD(M,N). Then the argument given before shows that this functor is
represented by the triple (An, d

n
A,HS

n
A/k(M)).

Remark 2.2.10. We have natural isomorphisms HS∞A/k(M) ' colim
n

HSnA/k(M).

Indeed, this follows just as in Remark 2.1.3 from

HomA(M,N [[t]]) ' HomA(M, lim
n
N [[t]]n) ' lim

n
HomA(M,N [[t]]n),

where N is an An-module.

We will refer to [Rib80] for a basic introduction to the theory of higher
derivations of modules. As one fact not included there, let us mention that the
Hasse–Schmidt module behaves well under base change.

Lemma 2.2.11. Let A → A′ be a k-algebra map and M an A-module. Then
we have

HSnA′/k(M ⊗A A′) ' HSnA/k(M)⊗An A′n.

Proof. Follows immediately from the description in Theorem 2.2.5.

The following theorem is the main result of this section and relates the
Hasse–Schmidt module to the Hasse–Schmidt algebra by means of the symmet-
ric algebra.
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Theorem 2.2.12. Let A be a k-algebra and M an A-module. For each n ∈
N ∪ {∞} there are isomorphisms of N-graded An-algebras

SymAn(HSnA/k(M)) ' HSnk (SymA(M)),

which are natural in M . Note that on the left side we are considering the natural
grading on the symmetric algebra, while on the right hand side we are taking
the induced grading of HSnk (SymA(M)).

Remark 2.2.13. By considering HSnA/k(M) as a graded An-module similar to
Remark 2.1.4 the isomorphism in Theorem 2.2.12 extends to one of N-bigraded
algebras.

Proof. Consider first the case n ∈ N and let B =
⊕

i≥0Bi be an N-graded
An-algebra, where we consider An with the trivial grading. Then each Bi is in
particular an An-module. Recall that B[[t]]n is a free B-module of rank n + 1
and thus has a natural N-grading given by (B[[t]]n)i := Bi[[t]]n. We obtain
natural bijections

HomAlggr
An

(SymAn(HSnA/k(M)), B) ' HomModAn
(HSnA/k(M), B1) '

' HomModA(M,B1[[t]]n) ' HomAlggr
A

(SymA(M), B[[t]]n).

Here again we consider A with the trivial grading. If ρ : An → B is the map
defining the An-algebra structure on B, then the A-algebra (resp. A-module)
structure on B[[t]]n (resp. B1[[t]]n) is given by ρ̃ ◦ dnA, where ρ̃ : An[[t]]→ B[[t]]
is obtained from ρ by t-linear extension. We claim that

HomAlggr
A

(SymA(M), B[[t]]n) ' HomAlggr
An

(HSnk (SymA(M)), B).

Indeed, an element α of the left-hand side is given by a triangle

SymA(M)
α // B[[t]]n

A

OO

ρ̃◦dnA

88

where α = (αi)i∈N is graded of degree 0. By Theorem 2.1.6 we obtain a triangle
of k-algebra maps

HSnk (SymA(M))
α∗ // B

HSnk (A)

OO

ρ

88 ,

where α∗ and ρ is graded. Conversely, every such triangle is obtained by one of
the form above. This proves the claim for n ∈ N.

We are thus left with the case n = ∞. Taking colimits of the isomorphism
for finite n we obtain

colim
n

HSnk (SymA(M)) ' colim
n

SymAn(HSnA/k(M)) ' SymA∞(colim
n

HSnA/k(M)).

As we have bothHS∞k (B) = colimnHS
n
k (B) andHS∞A/k(M) = colimnHS

n
A/k(M)

the result follows.
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Remark 2.2.14. Applying Theorem 2.2.5 as well as Theorem 2.2.12 in the case
M = A and n ∈ N yields the following:

HSnA/k(A) ' (An[[t]]n)∨ ' [HSnk (SymA(A))]1. (2.2c)

To make this isomorphism explicit, let e := 1A. Then

HSnk (SymA(A)) ' An[e(i) | i = 0, . . . , n].

Thus the An-submodule of elements of degree 1 is generated by e(i), i =
0, . . . , n. Using the same basis as in Remark 2.2.6 we see that the isomorphism
in Eq. (2.2c) is given by

t[i] 7→ e(i).

Now, since the A-action on HSnA/k(A) ' (An[[t]]n)∨ is given by precomposition,
we obtain an induced A-action on [HSnk (SymA(A))]1 given by

a · e(i) =

i∑
j=0

a(i−j)e(j).

Compare this with the construction of Pn given in [dFD20, Section 4]. It is not
clear how to obtain this A-action naturally by just considering HSnk (SymA(A)).

Using Theorem 2.2.12 we will recover the formula in [dFD20, Theorem 5.3]
as a direct consequence of the fact that the Hasse–Schmidt algebra functors
commute (see Lemma 2.1.9).

Theorem 2.2.15. For all n ∈ N ∪ {∞} there is a natural isomorphism

ΩAn/k ' HS
n
A/k(ΩA/k) ' ΩA/k ⊗A HSnA/k(A).

of An-modules. Additionally, if n ∈ N, we have

ΩAn/k ' ΩA/k ⊗A An[[t]]n.

Proof. Note that SymB(ΩB/k) ' HS1
k(B) for any k-algebra B. Thus

Lemma 2.1.9 implies that we have isomorphisms of graded algebras

HSnk (SymA(ΩA/k)) ' HSnk (HS1
k(A)) ' HS1

k(HSnk (A)) ' SymAn(ΩAn/k).

Thus the statement follows from Theorem 2.2.12 for M = ΩA/k and taking the
homogeneous part of degree 1 on each side. The second assertion just follows
from Remark 2.2.7.

Remark 2.2.16. The idea of the proof gives a very clear interpretation of the
formula in Theorem 2.2.15: as the n-th Hasse–Schmidt algebra HSnk (A) param-
eterizes infinitesimal data on A up to order n (i.e. n-jets on A), the formula
says that tangents (i.e. infinitesimal data up to order 1) of n-jets on A can be
recovered from some higher order operation on tangents on A. Indeed, this is
expressed in a precise way with the fact that the Hasse–Schmidt algebra functors
commute - what is left is Theorem 2.2.12, which shows that the Hasse–Schmidt
modules is a linearisation of sorts of the Hasse–Schmidt algebra.
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Remark 2.2.17. A similar argument allows us to consider (usual) k-derivations
d : A → M with M an A-module as higher derivations in the above sense. To
that end, note that

Derk(A,M) ' HomA(ΩA/k,M) ' HomAlgA,gr(SymA(ΩA/k),SymA(M)).

Since SymA(ΩA/k) ' HS1
k(A) as graded k-algebras, by Remark 2.1.7 we obtain

Derk(A,M) ' Hom◦Algk,gr
(A,SymA(M)[[t]]1).

Since every such map factors as A→ HS1
k(A)[[t]]1 → SymA(M)[[t]]1 we have

Hom◦Algk,gr
(A,SymA(M)[[t]]1) ↪→ HomModA(A,SymA(M)[[t]]1),

where the A-action on the SymA(M)[[t]]1 is induced by d1
A. Thus we obtain our

claim that
Derk(A,M) ↪→ HS1

d1A
(A,SymA(M)).

Remark 2.2.18. In a similar vein to Theorem 2.2.12, higher derivations of mod-
ules can be seen as graded higher derivations of symmetric algebras. Namely, if
A and C are k-algebras, M ∈ ModA, N ∈ ModC , D ∈ HSnk (A,C) and n ∈ N,
we have:

HSnD(M,N) ' HomA(M,N [[t]]n) ' HomAlgA,gr(SymA(M),SymC[[t]]n(N [[t]]n))

' HomAlgA,gr(SymA(M),SymC(N)[[t]]n) ⊂ HomAlgk,gr(SymA(M),SymC(N)[[t]]n)

' HSnk,gr(SymA(M),SymC(N)),

and so any ∆ ∈ HSnD(M,N) gives rise to a well-defined graded higher derivation
∆ ∈ HSnk,gr(SymA(M),SymC(N)). Notice that for the degree 0 part we have
∆0 = D. Actually, the above procedure gives natural bijections

{(D,∆) | D ∈ HSnk (A,C),∆ ∈ HSnD(M,N)} ' HSnk,gr(SymA(M),SymC(N)).

Since these bijections are compatible with truncations, they also hold for n =∞.

2.3 The Zariski–Lipman–Nagata criterion and
cancellation

In this section our goal is to prove a generalization of the classical Zariski–
Lipman–Nagata criterion to non-Noetherian, non-adic rings and use it to give a
result on cancellation in the category of formal schemes. The original statement
can be found in e.g. [Zar65, Lemma 4] and gives a criterion for a complete
local ring to be isomorphic to a power series ring in terms of the existence of
a regular derivation. To extend this result to positive characteristics we will
use higher derivations in place of usual derivations. The cancellation result we
will derive from it allows us to define the minimal formal model of k-rational
points on schemes over k. The minimal formal model will be studied further in
Section 2.4 for schemes of finite type, and in Sections 3.4 and 3.5 in the context
of arc spaces.
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2.3.1 The Zariski–Lipman–Nagata criterion

Throughout this section we assume k to be a commutative ring (which we
will consider as a topological ring by endowing it with the discrete topology).
As in previous section, for A any ring and n ∈ N ∪ {∞} we write A[[t]]n :=
A[[t]]/(tn+1).

Recall from Section 1.2 that a strongly admissible k-algebra A is a complete
topological k-algebra such that there exists a filtration of ideals

m1 ⊃ m2 ⊃ m3 ⊃ . . .

which forms a fundamental system of neighborhoods of 0 for the topology of
A. We are interested in a criterion for when A ' A′[[s]] ' A′ ⊗̂k k[[s]], with A′

again strongly admissible. In that case we say that A has a smooth factor. The
terminology comes from the corresponding geometric statement: A has a smooth
factor if and only if there exists a product decomposition Spf(A) ' Spf(A′)×∆
of formal k-schemes, where ∆ = Spf(k[[s]]) is often called the formal disk. We
refer the reader to Section 1.1.4 for more details.

Remark 2.3.1. If (A,m) is a strongly admissible k-algebra and A ' A′[[s]] for
some topological ring A′, then A′ is already strongly admissible.

Let A, C be strongly admissible and D = (Di)i : A→ C a higher derivation
of order n. We say that D is continuous if every component Di is a continuous
k-linear map. We denote the set of continuous higher derivations of order n
by HSn,cont

k (A,C). As in Section 2.1, for each such D we denote by γD the
corresponding map A→ C[[t]]n.

Lemma 2.3.2. The higher derivation D is continuous if and only if γD is, i.e.,
we have natural isomorphisms

HSn,cont
k (A,C) ' Homcont

Algk
(A,C[[t]]n).

Proof. Write B = C[[t]]n and let {ai}, {ci} be filtrations of ideals defining the
respective topologies on A and C. By Proposition 1.2.21, the filtration given by

bl =
∑
i+j=l

tj · ci[[t]n

defines the topology on B.
Assume first that there exists a sequence (xm) in A with xm ∈ am such

that γD(xm) /∈ bl for some l > 0. Thus, for each m ∈ N there exists a im < l
such that Dim(xm) /∈ cl−im . Passing to a suitable subsequence of (xm), we may
assume that Di(xm) /∈ cl−i for all m ∈ N, thus Di is not continuous.

Conversely, if there exists a sequence (xm) in A with Di(xm) /∈ cl for some
fixed i and l, we see that γD(xm) /∈ bl+i for all m ∈ N.

Let now n =∞ and D = (Di)i≥0 : A→ C a higher derivation. We say that
D is regular if there exists an element x ∈ A, which is contained in an ideal
of definition of A, and such that D1(x) is invertible in C. Note that x being
contained in an ideal of definition is equivalent to x being topologically nilpotent,
that is, xn converges to 0 in A as n→∞.

We start with a quick remark.
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Lemma 2.3.3. If D = (Di)i : A → C is a higher derivation and x contained
in an ideal of definition with D1(x) invertible. Then:

1. There exists a higher derivation D′ = (D′i) : A → C with D′1(x) = 1 and
D′i(x) = 0 for i ≥ 0.

2. If C = A and D0 = idA then x ∈ A is regular, that is, not a zero divisor.

Note that (1) is equivalent to the existence of D′ with γD′(x) = x+ t.

Proof. Let us prove (1) first. By assumption we have that γD(x) =
∑
iDi(x)ti

with D1(x) invertible. Consider the C-linear endomorphism ϕ : C[[t]] → C[[t]]
given by t 7→ γD(x) − D0(x), which is continuous by assumption. Choosing a
filtration of ideals ci defining the topology on C and such that x ∈ c1 we get
that

gr(ϕ) : gr(C)⊗k gr(k[[t]])→ gr(C)⊗k gr(k[[t]])

is an isomorphism and hence so is ϕ. Composing γD with ϕ−1 gives the result.
To see (2), assume xy = 0 for some y ∈ A. Then, for each i ≥ 1 we have

xDi(y) +Di−1(y) = 0. In particular, y is divisible by all powers xn. Since A is
separated that implies y = 0.

Before we move on to the main result of this section let us fix some notation
first. If D : A → C is a continuous higher derivation and γD : A → C[[t]]
the corresponding continuous k-linear map, write γt : A[[t]] → C[[t]] for the
t-linear extension of γD. Then it is easy to verify that γt is continuous, and
an automorphism for C = A. In fact, taking composition in Autcont

k (A[[t]])
as the operation allows one to define a group structure on HS∞,cont

k (A,A). We

write HS∞,cont
k (A) for the subgroup HS∞,cont

A/k (A,A), i.e. those higher derivations

D : A→ A whose 0-th component D0 is the identity on A.
The following theorem is often referred to as the Zariski–Lipman–Nagata

criterion (cf. [Mat89, Exercise 30.1]). The statement for Noetherian complete
adic A is well-known; an extension to infinite-variate formal power series rings
was proven in [CH17] for characteristic 0. Finally, the most general version can
be found in [BS19a]. We will give a proof here under the additional assumption
that A is strongly admissible.

Theorem 2.3.4 (Zariski–Lipman–Nagata criterion). Let A be a strongly ad-
missible k-algebra. Then A ' A′[[s]] if and only if there exists D = (Di)i ∈
HS∞,cont

k (A) which is regular.

Proof. Assume first thatA ' A′[[s]]. Then theA′-linear mapA′[[s]]→ A′[[s]][[t]]
given by s 7→ s + t gives rise to a regular continuous higher derivation by
Lemma 2.3.2.

Let now D = (Di)i : A → A be a continuous higher derivation and x ∈ A
contained in an ideal of definition with γD(x) = x + t. Let γ : A → A be
the composition of γD with the evaluation t 7→ −x, which is continuous by
assumption. Then ker(γ) equals the closure of the ideal x · A, since γ(x) = 0
and

γ(a) = a+
∑
i≥1

(−x)iDi(a) = 0

implies that a can be written as a power series in x. Write A′ := Im(γ) and
consider the A′-linear map ψ : A′[[s]]→ A given by s 7→ x, which is well-defined
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since x is contained in an ideal of definition. We first claim that ψ is surjective.
Indeed, let γt ∈ AutA(A[[t]]) be the automorphism corresponding to γD and let
γ−1
t be its inverse. Setting t = −x, then for every a ∈ A we get

a = γ−x(γ−1
−x(a)) =

∑
i≥0

γ(D∗i (a))(−x)i,

where D∗ = (D∗i )i is the higher derivation corresponding to γ−1
t . Hence every

a ∈ A can be written as a power series in x with coefficients in A′. To show
that ψ is injective, assume that there is a relation of the form

adx
d + ad+1x

d+1 + . . . = 0, ai ∈ A′.

By (2) of Lemma 2.3.3 we have that x is a regular element of A, so ad is in the
closure of x ·A. But this is impossible, since

γ(γ(a)) = γ(a) + γ(
∑
i≥1

(−x)iDi(a)) = γ(a),

i.e. γ is idempotent.

Note that, if k has characteristic 0, then any (usual) derivation d ∈ Dercont
k (A)

gives rise to a higher derivation D ∈ HS∞,cont
k (A) by setting Di := 1

i!d
i. More-

over, D being regular is clearly equivalent to d(x) invertible for some x ∈ A
which is contained in some ideal of definition. In that case we say that d is
regular and we obtain the following:

Corollary 2.3.5. Let A be a strongly admissible k-algebra and assume that k
has characteristic 0. Then A has a smooth factor if and only if there exists a
regular derivation d ∈ Dercont

k (A).

2.3.2 Cancellation of smooth factors and the minimal for-
mal model

As a first application of Theorem 2.3.4 we will prove a cancellation result for
local quasi-adic rings (see Definition 1.3.1) which contain their residue field.
This result is again well-known for Noetherian adic rings. A weaker version of
this result whose proof contains the main argument was given in [CH17] as well
as in [BNS16], with the full result first appearing in [BS19a].

Theorem 2.3.6. Let (A,m), (A′,m′) be two local equicharacteristic quasi-adic
rings with A/m = A′/m′ = k and such that A and A′ have no smooth factors.
Assume there exists an isomorphism

ϕ : A ⊗̂k k[[ui | i ∈ I] ' A′ ⊗̂k k[[vj | j ∈ J ]]

of local quasi-adic rings. Then ϕ induces an isomorphism

ϕ′ : A ' A′.

Remark 2.3.7. Note that the isomorphism ϕ requires the choice of coefficient
fields for A and A′, see Corollary 1.3.24.
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Proof. Let us write B := A ⊗̂k k[[ui | i ∈ I] and B′ := A′ ⊗̂k k[[vj | j ∈ J ]].
Denote by ιA : A→ B the canonical map, then idA factors as

A
ιA // B

πA // A,

where πA is the continuous map given by ui 7→ 0. Denote by ιA′ and πA′ the
corresponding (continuous) maps for A′.

Recall that the continuous Zariski cotangent spaces of A and A′ were defined

to be T ∗A := m/m̂2 and T ∗A′ := m′/(̂m′)2 (cf. Definition 1.3.25). Denote similarly
by T ∗B and T ∗B′ the continuous cotangent spaces of B and B′. Then we have

T ∗B ' T ∗A ⊕
⊕
i∈I

k · ui, T ∗B′ ' T ∗A′ ⊕
⊕
j∈J

k · vj .

Write T ∗ϕ for the continuous cotangent map of ϕ. We claim that T ∗ϕ restricts
to an isomorphism T ∗A ' T ∗A′ . Indeed, assume that for some f ∈ A there exists
j ∈ J such that ϕ(f) = cvj + g with c ∈ k∗ and ∂

∂vj
g(0) = 0. Write D for the

higher derivation in HS∞,cont
k (B′) given by the A′-linear map γD : B′ → B′[[t]]

defined by ve 7→ ve for e 6= j and vj 7→ vj + t. By assumption we have
that D(ϕ(f)) is invertible. Note that, if k is of characteristic 0, one could
alternatively take the derivation ∂

∂vj
. Consider the composition γ′

A
ιA // B

ϕ
// B′

γD // B′[[t]]
ϕ̃−1

// B[[t]]
π̃A // A[[t]],

where ϕ̃−1 and π̃A denote the t-linear extensions of ϕ−1 and πA. Then it is
straightforward to check that γ′ gives rise to a regular higher derivation D′ ∈
HS∞,cont

k (A). Together with Theorem 2.3.4 this gives a contradiction to the
assumption that A has no smooth factors. Thus T ∗ϕ(T ∗A) ⊂ T ∗A′ . Repeating
the same argument in the inverse direction we obtain T ∗ϕ−1(T ∗A′) ⊂ T ∗A and
thus the desired conclusion.

Consider now the map on associated gradeds

gr(ϕ) : gr(A)⊗k k[ui | i ∈ I] ' gr(A′)⊗k k[vj | j ∈ J ].

As ϕ is an isomorphism and A, A′ are quasi-adic, the map gr(ϕ) is entirely
determined by the cotangent map T ∗ϕ (cf. Lemma 1.3.9). Thus gr(ϕ) induces
an isomorphism between gr(A) and gr(A′). Consider the continuous map ϕ′

given as the composition

A
ιA // B

ϕ
// B′

πA′ // A′.

Then gr(ϕ′) = gr(ϕ) |gr(A) and by Proposition 1.2.13 we are done.

For Noetherian adic rings we derive the following (well-known) consequence:

Corollary 2.3.8. Let (A,m) be a local equicharacteristic adic Noetherian ring
with A/m = k. Then there exists a local adic Noetherian (A′,m′) and d ≥ 0
with A ' A′ ⊗̂k k[[u1, . . . , ud]] and A′ has no smooth factors. Moreover, the ring
A′ is unique up to isomorphism.
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Proof. Existence is proven by induction on edim(A) < ∞ and Theorem 2.3.4,
while uniqueness follows from Theorem 2.3.6.

Recall from Definition 1.6.2 that a weak DGK decomposition of a strongly
admissible equicharacteristic local ring (A,m) is an isomorphism

A ' A′ ⊗̂k k[[ui | i ∈ I]] (2.3a)

with A a local (equicharacteristic) Noetherian adic ring. We call (2.3a) a DGK
decomposition if A′ is isomorphic to the completion of a local ring essentially of
finite type over k. By Corollary 2.3.8, if there exists a weak DGK decomposition
of A, then there exists one with A′ having no smooth factors and unique up to
isomorphism with this property.

Lemma 2.3.9. Let (A,m) be a local ring essentially of finite type over a field
k. Assume that

ϕ : Â ' A′ ⊗̂k k[[u1, . . . , ud]].

Then A′ ' B̂, with B̂ the completion of a a local ring (B, n) essentially of finite
type over k.

Proof. Consider T ∗ϕ−1(u1), . . . , T ∗ϕ−1(ud) in T ∗
Â
' T ∗A and take liftings

v1, . . . , vd ∈ A. Set B := A/(v1, . . . , vd). Then it is straightforward to verify
that the composition

A′ // A′ ⊗̂k k[[u1, . . . , ud]] // Â // B̂

is an isomorphism.

Translating the above results into the language of formal schemes leads us
to the following definition:

Definition 2.3.10. Let X be a a scheme over a field k and x ∈ X(k). Assume
that there exists a DGK decomposition of x, that is, an isomorphism of formal
neighborhoods

X̂x ' Ŷy ×∆I ,

where Y is a scheme of finite type over k, y ∈ Y (k) and ∆I is the product of

∆ = Spf(k[[t]]) over some set I. Then we call Ŷy a formal model for x ∈ X. In

this case, by Corollary 2.3.8 and Lemma 2.3.9 there exists a formal model Ẑz
which has no smooth factors, and which is unique up to isomorphism with this
property. We refer to Ẑz as the minimal formal model for x.

Corollary 2.3.11. Let X be a scheme over a field k and x ∈ X(k). Then X
is formally smooth at x if and only if Spf(k) is a minimal formal model for x.

Proof. Note that the completion ÔX,x is a local quasi-adic ring. Then we can
apply Corollary 1.3.35.

The minimal formal model should thus be thought of as a formal invariant
describing the singularity x ∈ X. The main idea behind this definition is that,
even if X itself is infinite-dimensional, the “singular information” of X at a
point x might be encoded in a finite-dimensional object. The Drinfeld-Grinberg-
Kazhdan theorem (see Theorem 3.4.1) guarantees the existence of formal models
for non-degenerate arcs and the study of such formal models will be the subject
of Sections 3.4 and 3.5.
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2.4 Minimal formal models of algebraic varieties

Although our motivation for introducing the minimal formal model is to study
singularities of arc spaces - which are non-Noetherian schemes - it seems in-
structive to first consider minimal formal models of algebraic varieties. By an
algebraic variety here we mean an integral separated scheme of finite type over
a field k. All of the results we mention here have been studied extensively for
(finite-dimensional) analytic spaces, and we believe that they are well-known to
experts in the algebraic setting.

We first want to show that the function which associates to each (closed)
point the dimension of its minimal formal model is upper semi-continuous. Re-
call that a function s : X → N from a topological space X is called upper
semi-continuous if, for each m ∈ N, the set

{q ∈ X | s(q) ≥ m}

is closed. This is equivalent to saying that, for each p ∈ X, there exists an open
neighborhood U of p such that s(q) ≤ s(p) for all q ∈ U . Most invariants used
in study of singularities and their resolutions are upper semi-continuous, which
can be summarized by the heuristic saying that singularities might get worse by
passing to special points.

Assume that k is a field of characteristic 0. Let X ⊂ Ank be affine, defined
by the ideal a ⊂ k[x1, . . . , xn]. We define

DerX := {d ∈ Der(k[x1, . . . , xn]) | d(a) ⊂ a}.

Elements in DerX correspond to vector fields on Ank tangent to X. In particular,
for p ∈ X(k) and d ∈ DerX we write d(p) ∈ TpX for the tangent vector to X
obtained in the natural way.

Proposition 2.4.1. Let p ∈ X(k). Then X̂p ' Ŷy × ∆m if and only if there
exist m derivations d1, . . . , dm ∈ DerX such that d1(p), . . . , dm(p) ∈ TpX are
linearly independent over k.

Proof. Assume first that d1, . . . , dm ∈ DerX are given as above. These induce

d̂1, . . . , d̂m ∈ Der(ÔX,p) with d̂i(p) = di(p). Iteratively applying Corollary 2.3.5
gives the desired isomorphism.

Now assume that X̂p ' Ŷy × ∆m. Applying Corollary 2.3.5 again in the

converse direction guarantees the existence of d̂1, . . . , d̂m ∈ Der(ÔX,p) with

d̂i(p) linearly independent. We may assume that X is defined by f1, . . . , fr ∈
k[x1, . . . , xn]; and that p = 0. Lifting the derivations d̂i to (̂An)0 as above we
may assume that

d̂i =

n∑
j=1

d̂i,j∂xj ,

with d̂i,j ∈ k[[x1, . . . , xm]] and d̂i(fl) ⊂ (f1, . . . , fr). The latter condition is
equivalent to

n∑
j=1

d̂i,j
∂fl
∂xj

=

r∑
j=1

â
(i,l)
j fj
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for i = 1, . . . ,m and l = 1, . . . , r and with â
(i,l)
j ∈ k[[x1, . . . , xn]]. Note that

this gives a system of linear relations of the elements fl and their derivatives.
Since the completion map k[x1, . . . , xn] → k[[x1, . . . , xn]] is flat, a standard
argument using the relational criterion for flatness yields d1, . . . , dm ∈ DerX
with d1(0), . . . , dm(0) linearly independent.

Theorem 2.4.2. Let X be an algebraic variety over an algebraically closed field
k of characteristic 0. Consider the function s : X(k)→ N0 defined by

p ∈ X(k) 7→ dim(Ŷy),

where Ŷy is the minimal formal model of X̂p. Then s is upper semi-continuous.

Proof. Let n = dim(X) and p ∈ X(k) with s(p) = n − m. It is enough to
show that there exists an open neighborhood U of p such that, for all q ∈ U(k),
we have s(q) ≤ n − m. Thus we may assume that X ⊂ AN is affine. Since

X̂x ' Ŷy ×∆m, by Proposition 2.4.1, there exist derivations d1, . . . , dm ∈ DerX
with d1(p), . . . , dm(p) ∈ TpX linearly independent. Writing

di =

N∑
j=1

di,j∂xj ,

with di,j ∈ k[x1, . . . , xN ], we may assume that f := det((di,j)1≤i,j≤m) 6= 0. The
condition f 6= 0 defines an open subset U of X. By applying Proposition 2.4.1
in the converse direction, we see that for every q ∈ U(k), we have X̂q ' Ŷy×Am.
Since dimq(X) = dimp(X) = n we see that s(q) ≤ n−m.

2.4.1 The isosingular loci of an algebraic variety

We have seen previously that the minimal formal model provides a meaningful
invariant for singularities of algebraic varieties. In [Eph78], the author gave
a geometric construction for the corresponding notion for analytic spaces as
follows: for X an analytic space and p ∈ X let Iso(X, p) denote the subset of
all q ∈ X such that the analytic germs (X, p) and (X, q) are isomorphic; we call
Iso(X, p) the isosingular locus of X at p. Then we have:

Theorem 2.4.3 ([Eph78, Theorem 0.2]). Let X be a (reduced) analytic space
and p ∈ X. Then the set Iso(X, p) is locally closed and smooth as a reduced
analytic subspace. Moreover, for each q ∈ Iso(X, p), there exists an open neigh-
borhood U of q and an analytic space Y such that U ' Y × (U ∩ Iso(X, p)).

For a slightly different proof see also [HM90, Theorem 3] and [HM89].
As was remarked in [Eph78, Observation 2.5], the decomposition in Theo-

rem 2.4.3 is maximal, in the sense that Y is not locally isomorphic to Y ′×(C, 0).
Thus the germ of Y is the minimal analytic model of p ∈ X, transversal to
Iso(X, p).

Our aim in this section is to consider a notion of isosingular loci for schemes
of finite type over a field k and adapt the arguments of [Eph78] and [HM90] to
the algebraic setting. As we do not have the analytic topology at our disposal, we
will instead consider isomorphisms of the corresponding formal neighborhoods
(which, as we will see later, is equivalent to working with the étale topology).
Here is the main definition:
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Definition 2.4.4. Let X be a scheme of finite type over a field k and let
p ∈ X(k). The isosingular locus of X at p is the set

Iso(X, p) := {q ∈ X(k) | X̂q ' X̂p},

where X̂p and X̂q denote the respective formal neighborhoods of p and q.

Example 2.4.5. Let k be an algebraically closed field and X the Whitney um-
brella over k defined by f = x2 + ty2 in A3

k. Its singular locus is given by
Z = {x = y = 0}. For p = (x, y, t) we can distinguish between three cases:

1. If p ∈ X \ Z, then Iso(X, p) = X \ Z is the smooth locus.

2. If p ∈ Z and t 6= 0, then X̂p ' Ŷy × Â1
0, where Y = Spec(k[x, y]/(xy)) is

the union of two lines. Thus Iso(X, p) = Z \ {0}.

3. If p = 0, then X̂p has no smooth factors. Then Iso(X, 0) = {0}.

Thus in this case we see that the isosingularity loci are all locally closed as
subsets of X. However, for that to hold, note that the assumption that k is
algebraically closed is essential. For example, for p = (0, 0, t) ∈ X(k), t 6= 0, the

formal neighborhood X̂p has two components if and only
√
t ∈ k. In that case

the isosingularity locus Iso(X, p) might not even be constructible as a subset of
X.

Our goal is thus to prove an algebraicity result for Iso(X, p) over algebraically
closed fields. To that avail, we will follow [Eph78] and [HM90] and describe
formal equivalence by the action of the contact group. We first prove that
Iso(X, p) is locally closed and smooth when considered as a reduced subscheme
of X over arbitrary algebraically closed fields. To obtain the full analogue of
Theorem 2.4.3 as Theorem 2.4.16 we will make use of the Zariski-Lipman-Nagata
criterion and thus restrict to characteristic 0. We do not know of an example
where the decomposition fails to exist in positive characteristics.

Let us first introduce some necessary terminology. Recall that a group
scheme is a k-scheme G which is a group object in the category of k-schemes,
that is, it comes equipped with morphisms m : G × G → G, i : G → G and
e : Spec(k)→ G corresponding to multiplication, inversion and the neutral ele-
ment and satisfying the usual group axioms. In particular, for each k-algebra R
the map m(R) defines a group structure on the set G(R). We say that a group
scheme G is an algebraic group if it is of finite type over k. A group action
of G on some scheme X is a morphism a : G × X → X such that, for each
k-scheme S, the map G(S) ×X(S) → X(S) satisfies the usual properties of a
group action with respect to G(S). If x ∈ X(k) is a k-rational point, then we
may consider x ∈ X(S) in the natural way. The orbit map is the morphism
ax : G→ X given by g ∈ G(S) 7→ g · x ∈ X(S). It is well-known that the image
of ax is locally closed in X. Moreover, since we assumed the base field k to be
algebraically closed, we have that the k-rational points of the Im(ax) are just
the (set-theoretic) orbit G(k) · x.

Let us introduce some notation. We assume that we are working over an
algebraically closed field k; in particular, R is assumed to be a k-algebra and
all schemes constructed are schemes over k.
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• By On we denote the (infinite-dimensional) scheme whose R-points are
formal power series in R[[x1, . . . , xn]].

• For β > 0 the scheme On,β is the (finite-dimensional) scheme whose R-
points are truncated power series in

R[[x1, . . . , xn]]/(x1, . . . , xn)β+1.

Note that the natural quotient map induces a morphism On → On,β .

• For r > 0 we consider the group scheme GLr(On) acting on Orn and the
scheme Aut(On) whose R-points are ϕ = (ϕ1, . . . , ϕn) ∈ R[[x1, . . . , xn]]n

satisfying ϕ(0) = 0 and det((∂ϕi∂xj
)i,j) ∈ R∗. By the formal inverse function

theorem (see Lemma 1.2.24) Aut(On) is a group scheme with operation
given by substitution, which acts on GLr(On) in the natural way. Consider
the diagonal action of Aut(On) on Orn; then the semidirect product K :=
GLr(On) o Aut(On) acts on Orn. We call K the contact group.

• Arguing as before for On,β instead of On we obtain as Kβ := GLr(On,β)o
Aut(On,β) the truncated contact group. Truncation induces a morphism of
group schemes K → Kβ which satisfies the following commutative diagram

K ×Orn //

��

Orn

��

Kβ ×Orn,β // Orn,β .

Let us spell out the action of K on Orn. We write x = (x1, . . . , xn). Let
f = (f1, . . . , fr) ∈ R[[x]]r, M ∈ (R[[x]])r×r and ϕ = (ϕ1, . . . , ϕn) ∈ Aut(R[[x]]).
Then

(M,ϕ) · f(x) = M · f(ϕ(x)).

Now let X ⊂ An be an affine scheme over k defined by the system of equa-
tions f = (f1, . . . , fr). For each R, the R-points of X can be identified with
a = (a1, . . . , an) ∈ Rn satisfying f(a) = 0. Then we consider the morphism
γ : X → Orn given by

(a1, . . . , an) 7→ (f1(x1 + a1, . . . , xn + an), . . . , fr(x1 + a1, . . . , xn + an)),

which we abbreviate by a 7→ f(x+ a). The main idea is that the formal neigh-
borhoods of two k-points p and q are isomorphic if and only if the respective
Taylor expansions γ(p) and γ(q) of f lie in the same orbit of the contact group.
More precisely, let p ∈ X(k), and consider the orbit map γp : K → Orn given by
g 7→ g · γ(p). Then we have:

Lemma 2.4.6. Let X, γ be as before and p, q ∈ X(k). Then X̂p ' X̂q if and
only if γ(q) ∈ Im(γp).

Proof. We may assume that p = 0 and q = (a1, . . . , an). Then

ÔX,q ' k[[x1, . . . , xn]]/(f(x+ a)).
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The existence of an isomorphism ÔX,0 ' ÔX,q is equivalent to the existence
of an isomorphism ϕ ∈ Autk(k[[x1, . . . , xn]]) such that the following equality of
ideals holds:

(ϕ(f(x))) = (f(x+ a)).

To get the statement we make use of the following trick of Mather (see [Mather]):

Lemma 2.4.7. Let A,B ∈ kn×n. Then there exists C ∈ kn×n such that C(1−
AB) +B is invertible.

Proof. Let r = rk(B) and choose a basis {ei}i for kn such that Be1, . . . , Ber
are linearly independent and Bei = 0 for i > r. Let e′r+1, . . . , e

′
n be such that

Bei, e
′
j form a basis. Then C is the matrix representing the linear map given

by ei 7→ 0 for i ≤ r and ei 7→ e′i for i > r.

Write R = k[[x1, . . . , xn]] and m = (x1, . . . , xn). The above equality of
ideals implies the existence of A,B ∈ Rr×r with A · f(ϕ(x)) = f(x + a) and
B · f(x + a) = f(ϕ(x)). Then, by Lemma 2.4.7, there exists C ∈ kr×r with
D = C(1 − AB) + B ∈ Rr×r invertible modulo m, which implies that D is
invertible. Clearly, D · f(x+ a) = f(ϕ(x)).

Unfortunately, the group scheme K is not of finite type, and neither is the
scheme Orn - in particular, we cannot directly apply the established results to see
that Im(γp) is locally closed! Our way around this is to make use of the following
variant of the famous Artin approximation theorem, which is commonly referred
to as Universal Strong Artin Approximation.

Theorem 2.4.8 ([Art69, Theorem 6.1]). Let k be a field. For each tuple
(n,m, d, α) of non-negative integers there exists a β ≥ 0 satisfying the following
property: let x = (x1, . . . , xn) and y = (y1, . . . , ym) be two sets of variables and
f = (f1, . . . , fr) ∈ k[x, y]r with deg(fi) ≤ d. Assume there exist polynomials
ȳ = (ȳ1, . . . , ȳm) ∈ k[x]m with

f(x, ȳ) ≡ 0 mod (x)β .

Then there exist algebraic power series y(x) = (y1(x), . . . , ym(x)) with
f(x, y(x)) = 0 and

ȳ ≡ y(x) mod (x)α.

Going back, let β > 0 and write γβ : X → Orn,β for the composition of γ
with the natural truncation morphism Orn → Orn,β . For p ∈ X(k) we consider
the corresponding orbit map (γβ)p : Kn → Orn,β .

Corollary 2.4.9. Let X be as before. Then there exists a β > 0 such that, for
g ∈ X(k) we have γ(q) ∈ Im(γp) if and only if γβ(q) ∈ Im((γβ)p).

Proof. Let q be given by a = (a1, . . . , an) ∈ kn. Consider the system of equa-
tions in variables M = (Mij) and y = (yi) over k[x1, . . . , xn] given by

M · f(yi)− f(x+ a) = 0.

The condition γβ(q) ∈ Im((γβ)p) is equivalent to the existence of (M̄(x), ȳ(x))

such that det(M̄(0)), det( ∂ȳi∂xj
(0)) ∈ k∗. Take α >> 0. By Theorem 2.4.8 there
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a β > 0 such that, for each solution (M̄(x), ȳ(x)) of this system module (x)β ,
there exists a solution (M(x), y(x)) with M̄(x) − M(x), ȳ(x) − y(x) ∈ (x)α.
Thus, in particular det(M(0)), det( ∂yi∂xj

(0)) ∈ k∗, which in turn implies that

γ(q) ∈ Im(γp). The other direction is trivial.

Thus we obtain the following result for schemes of finite type:

Theorem 2.4.10. Let X be a scheme of finite type over an algebraically closed
field k and let p ∈ X(k). Then Iso(X, p) is locally closed as a subset of X(k).

Proof. Let {Ui} be an open affine covering of X, then it is enough to show that
Ui ∩ Iso(X, p) is locally closed for each i ∈ I. Thus we can assume that X ⊂ An
is given by f1, . . . , fr ∈ k[x1, . . . , xn] and p = 0 ∈ X. Lemma 2.4.6 together

with Corollary 2.4.9 show that, for any q ∈ X(k), we have X̂q ' X̂p if and only
if γβ(q) ∈ Im((γβ)p). As the image of the orbit map (γβ)p is locally closed, so
is Iso(X, p) = γ−1

β (Im((γβ)p)(k)).

Theorem 2.4.10 leads us the make the following definition:

Definition 2.4.11. Let X be a scheme of finite type over an algebraically closed
field k. For each p ∈ X(k) we define X(p) to be the unique reduced subscheme of
X whose k-points equal Iso(X, p) and call it the isosingularity scheme associated
to p.

The next goal is to show that X(p) is smooth. The strategy is to use generic
smoothness to find a q ∈ Iso(X, p) such that X(p) is smooth at q and then

extend the isomorphism X̂p ' X̂q étale-locally. To that end, recall that an étale
neighborhood (U, x′) of x ∈ X(k) is an étale morphism u : U → X and x′ ∈
U(k) with u(x′) = x. Artin’s approximation results then imply the following
corollary:

Lemma 2.4.12 ([Art69, Corollary 2.5]). Let p ∈ X(k) and q ∈ Iso(X, p), that

is, X̂p ' X̂q. Then there exists a common étale neighborhood (U, p′) of p and q,
that is, a diagram of étale morphisms

U

u

~~

u′

  

X X

and p′ ∈ U(k) with u(p′) = p and u′(p′) = q.

Lemma 2.4.13. Let f : U → X be étale and p′ ∈ U(k) with p = f(p′) ∈ X(k).
Then f−1(Iso(X, p)) = Iso(U, p′) and the restriction U (p′) → X(p) is étale.

Proof. The first assertion follows from the fact that, for q′ ∈ U(k) and q = f(q′)

the morphism f induces an isomorphism on completions Ûq′ ' X̂q. To see the
second claim, consider the fiber diagram

U ×X X(p) //

��

X(p)

��

U
f

// X.
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As a base change of f the morphism U ×X X(p) → X(p) is étale again and in
particular, since X(p) is reduced, so is U ×X X(p). Thus U (p′) ' U ×X X(p) and
we are done.

Proposition 2.4.14. Let X be a scheme of finite type over an algebraically
closed field k and let p ∈ X(k). Then X(p) is smooth over k.

Proof. By definition X(p) is (geometrically) reduced and thus the subset of k-
smooth points of X(p) is dense open (see [SP, Tag 056V] ). Thus there exists
q ∈ X(p)(k) = Iso(X, p) smooth over k. By Lemma 2.4.12 there exists a common

étale neighborhood (U, p′) of p and q. Thus, by Lemma 2.4.13, we have (̂X(p))p '

(̂U (p′))p′ ' (̂X(q))q. Clearly X(q) ' X(p), and thus (̂X(p))p is formally smooth

over k, which in turn implies that X(p) is smooth at p.

Let us also make the following observation:

Lemma 2.4.15. Let X be a scheme of finite type over an algebraically closed
field k and let p ∈ X(k). Assume that X̂p ' Ŷy ×∆m. Then dimpX

(p) ≥ m.

Proof. By Lemma 2.4.12 we can find a common étale neighborhood U for p ∈ X
and y′ = (y, 0) ∈ Y ×Am. Clearly Iso(Y ×Am, y′) ⊃ {y}×Am and thus we are
done using Lemma 2.4.13.

Now, in order to prove the existence of a decomposition as in Theorem 2.4.3,
we will make use of Theorem 2.3.4 and thus have to assume that our base field
k is of characteristic 0. As the proof is essentially the same as in [HM90] we will
only give a sketch here, elaborating on the modifications when carrying over
arguments used in the analytic setting.

Let X ⊂ An thus be an affine algebraic variety over an algebraically closed
field k of characteristic 0 and let p ∈ X(k). As before, let X be given by
f1, . . . , fr and for β > 0 consider the corresponding map γβ : X → Orn,β . As k
is of characteristic 0, the orbit map (γβ)p : Kβ → Orn,β is smooth onto its image,
which we will denote Z. Thus, the induced map of formal neighborhoods

(̂Kβ)1 → Ẑγβ(p),

with 1 denoting the unit in Kβ , allows for a section Ẑγ(p) → (̂Kβ)1. Writing

Φ̂β : (̂X(p))p → (̂Kβ)1 for the composition with the morphism (̂X(p))p → Ẑγβ(p)

we obtain a factorization

(̂X(p))p
Φ̂β
// (̂Kβ)1

(̂γβ)p
// Ẑγβ(p) .

Now, with a similar argument making use of Strong Artin approximation as
before (see [HM90; HM89] for details), we get a factorization of γ̂ as

(̂X(p))p
Φ̂ // K̂1

γ̂p
// Ẑγ(p) .

For convenience’s sake let assume p = 0 from now on. The key idea is to use
the above factorization to compute the tangent map of γ̂, which we will do by
considering the appropriate functor of points. Let (A,m) be a test ring with
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A/m = k and m2 = 0. Working with coordinates, for each a = (a1, . . . , an) ∈
(̂X(0))0(A) we write Φ̂(a) = (u(a), x + ϕ(a)), with u ∈ GLr(A[[x, a]]) and ϕ ∈
k[[x, a]]n satisfying u(0) = 1 and ϕ(0) = 0, ordx(ϕ) = 1. Then the tangent map

of γ̂p ◦ Φ̂ is given by
a 7→ u(a) · f(x+ ϕ(a)).

Using Taylor expansion at a = 0, we have

u(a) · f(x+ ϕ(a)) = f(x) + aT ·
(
∂u

∂x
(0) · f +

∂f

∂x
· ∂ϕ
∂x

(0)

)
.

On the other hand, the tangent map of γ̂ is simply

a 7→ f(x+ a),

which, after using Taylor expansion again, yields

aT ·
(
∂u

∂x
(0) · f +

∂f

∂x
· ∂ϕ
∂x

(0)

)
= aT · ∂f

∂x
.

Note that, by assumption, we have that ∂ϕ
∂x (0) is of order 1. Thus any choice

of tangent vector a ∈ T0X
(0) gives a derivation d ∈ Derk(k[[x]]) satisfying

d(f) ∈ (f) and d(0) = a. Since X(0) is smooth of dimension m = dimT0X
(0),

Proposition 2.4.1 gives an isomorphism

X̂0 ' (̂X(0))0 × Ŷy.

By Lemma 2.4.15 we see that Ŷy has no smooth factors. To summarize, we have
proven the analogue of Theorem 2.4.3 in the algebraic case:

Theorem 2.4.16. Let X be a scheme of finite type over an algebraically closed
field of characteristic 0. Let p ∈ X(k) and let X(p) be the associated isosingu-
larity scheme. Then there exists an isomorphism

X̂p ' Ŷy × (̂X(p))p,

compatible with the closed immersion X(p) → X and such that Ŷy has no smooth
factors, i.e. is a minimal formal model for p.

2.5 Embedding codimension

Let X be a variety over k and p ∈ X(K). In Section 2.3 we considered the
dimension of the minimal formal model of p as a (rough) invariant measuring
the “size” of the singularity at p. A different (and in some sense even coarser)
invariant is the embedding codimension (or regularity defect) of X at p, which
is just the difference

edim(OX,p)− dimp(X).

Clearly this quantity is 0 if and only if p ∈ X is regular. Of course, if we
instead consider an infinite-dimensional scheme X, the above definition is no
longer meaningful. In this section we will thus introduce two possible ways of
generalizing the embedding codimension to the non-Noetherian case, one using
the associated graded ring and the other the respective formal completions. In
Theorem 2.5.19 we will prove an inequality relating these two notions; we do
not know if they differ in general.
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2.5.1 Embedding codimension

Throughout this section we will denote by (A,m, k) a local quasi-preadic ring,
see Section 1.3. Recall that this means that A is endowed with a filtration

m1 ⊃ m2 ⊃ m3 ⊃ . . .

such that m1 = m and mn/mn+1 ' mn/mn+1. By Lemma 1.3.9 this is equivalent
to the natural map

γ : Symk(m/m2)→ gr(A).

being surjective.

Definition 2.5.1. The embedding codimension of (A,m, k) is defined to be

ecodim(A) := ht(ker(γ)).

Proposition 2.5.2. For any local quasi-preadic ring (A,m, k), we have

edim(A) = dim(gr(A)) + ecodim(A).

In particular, if A is Noetherian preadic then edim(A) = dim(A) + ecodim(A).

Proof. This follows from the fact that for every polynomial ring P = k[xi | i ∈ I]
and every ideal a ⊂ P , we have dim(P ) = dim(P/a)+ht(a) (cf. Remark 1.6.11).
For the last assertion we use that dim(gr(A)) = dim(A) if A is Noetherian
preadic.

Remark 2.5.3. The formula in Proposition 2.5.2 is still valid, and informative,
when some of the quantities involved are infinite.

Remark 2.5.4. Higher rank valuation rings provide examples of finite dimen-
sional non-Noetherian rings whose embedding dimension is smaller than their
dimension. In particular, the second equation in Proposition 2.5.2 does not hold
for those rings.

Remark 2.5.5. The embedding codimension of a local ring was studied in the
Noetherian (preadic) setting in [Lec64] under the name of regularity defect. One
of the properties proved under some more restrictive hypotheses there is that if A
is a local G-ring then ecodim(Ap) ≤ ecodim(A) for every prime ideal p ⊂ A, see
[Vin]. It would be interesting to find suitable conditions for the same property
to hold in the non-Noetherian setting.

Remark 2.5.6. One should think of the embedding codimension as the codimen-
sion of the tangent cone C = Spec(gr(A)) to X = Spec(A) inside the tangent
space at the closed point of X. Note that only the components of C of highest
dimension are counted. Observe also that for irreducible X, C might not be
irreducible - however, in this case, all (non-embedded) components of C are of
the same dimension.

We now come to the main result of this section, which gives bounds for the
embedding codimension of A from maps into A.

Proposition 2.5.7. Let ϕ : (B, n, k0) → (A,m, k) be a homomorphism of local
quasi-preadic rings, and assume that (B, n) has finite embedding dimension. Let
Dϕ : n/n2 ⊗k0 k → m/m2 be the continuous cotangent map of ϕ. Then

ecodim(A) ≥ rank(Dϕ)− dim(gr(B)).

In particular, if B is Noetherian preadic then ecodim(A) ≥ rank(Dϕ)−dim(B).
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Remark 2.5.8. A stronger form of Proposition 2.5.7 is obtained by replacing
dim(gr(B)) with dim(gr(B/ ker(gr(ϕ)))) in the displayed formula. Note, in fact,
that this sharper form of the proposition follows from the special case of the
proposition where ϕ is assumed to be injective.

Remark 2.5.9. Consider the special case where ϕ is a homomorphism of local
preadic k-algebras with residue fields k (that is, such that the natural maps
k → B/n and k → A/m are isomorphisms) and with B essentially of finite type.
The geometric interpretation is the following. Let f : X → Y be a morphism of
schemes over k, with Y of finite type over k, and let p ∈ X(k) and q = f(p) ∈
Y (k). Denote by Tpf : TpX → TqY the map induced on Zariski tangent spaces.
Then the proposition gives

ecodim(OX,p) ≥ dim(Im(Tpf))− dimq(Im(f))

where Im(f) ⊂ Y is the scheme-theoretic image of f . Note in particular that if
X is Noetherian then this formula reduces to the intuitive statement that

dim(TpX)− dimp(X) ≥ dim(Im(Tpf))− dimq(Im(f)).

Another special case is when f is a submersion onto Y , in which case the formula
reduces to the inequality ecodim(OX,p) ≥ ecodim(OY,p).

Proof of Proposition 2.5.7. We have the commutative diagram

Symk0(n/n2)
π //

����

Symk(Im(Dϕ))

σ

��

� � ι // Symk(m/m2)

γ

����

gr(B) //

gr(ϕ)

44Im(gr(ϕ))⊗k0 k
� � ψ

// gr(A)

The existence of σ follows from the fact that Im(π) ⊗k0 k = Symk(Im(Dϕ)).
The map ι is a linear extension of polynomial rings, and hence is faithfully flat.
Since ι−1(ker(γ)) = ker(σ) we see that

ht(ker(γ)) ≥ ht(ker(σ))

by the going-down theorem. On the other hand,

ht(ker(σ)) = rank(Dϕ)− dim(Im(σ)).

Since the inclusion Im(σ) ⊂ Im(gr(ϕ))⊗k0 k is an inclusion of Noetherian local
rings with the same residue field, and Im(gr(ϕ)) is a quotient of gr(B), we have

dim(Im(σ)) ≤ dim(gr(B)).

Combining the above formulas, we get

ht(ker(γ)) ≥ rank(Dϕ)− dim(gr(B)).

To conclude, notice that dim(gr(B)) = dim(B) if B is Noetherian preadic.
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The following result shows that the embedding codimension of A is invariant
under change of the base field, provided the residue field is already contained in
A.

Proposition 2.5.10. Let (A,m, k) be a local quasi-preadic k-algebra such that
the natural map k → A/m is an isomorphism, and let k ⊂ k′ be a field extension.
Denoting A′ := A⊗k k′, we have

ecodim(A′) = ecodim(A).

Proof. First, observe that A′ is a local k′-algebra with maximal ideal m′ =
m⊗k k′. Moreover m′n := (m′)n = mn ⊗k k′. We have ecodim(A) = ht(ker(γ)),
where

γ : Symk(m/m2)→ gr(A)

is defined as before. Since for every n we have (m′)n/(m
′)n+1 = mn/nn+1⊗k k′,

we see that γ induces, by base change, the analogous map

γ′ : Symk(m′/(m′)2)→ gr(A′).

The next lemma gives ht(ker(γ′)) = ht(ker(γ)) and the assertion follows.

Lemma 2.5.11. Let P = k[xi | i ∈ I] and P ′ = P ⊗k k′ = k′[xi | i ∈ I], where
k ⊂ k′ is a field extension. Then for every ideal a ⊂ P we have ht(a) = ht(aP ′).

Proof. For short, let a′ = aP ′. If I is finite, then the lemma follows from di-
mension theory. In general, suppose by contradiction that ht(a) 6= ht(a′). Then
we can find a finite subset J ⊂ I such that ht(aJ) 6= ht(a′J) (cf. Remark 1.6.11).
Since a′J = aJP

′
J , this contradicts the finite dimensional case.

2.5.2 Formal embedding codimension

In the case of local quasi-preadic rings which are equicharacteristic, looking
at the completion instead of the associated graded provides a different way
of defining embedding codimension. To distinguish the two, we introduce the
following terminology.

Definition 2.5.12. The formal embedding codimension of an equicharacteristic
local quasi-preadic ring (A,m, k) is defined to be

fcodim(A) := inf
τ

ht(ker(τ))

where the infimum is taken over all choices of formal embeddings τ : P̂ → Â
(see Definition 1.3.32).

Proposition 2.5.13. In the above definition, we have fcodim(A) = ht(ker(τ))

for every efficient formal embedding τ : P̂ → Â.

Proof. Given two formal embeddings τ : P̂ → Â and τ ′ : P̂ ′ → Â with τ efficient,
by Remark 1.3.37 there is a surjection ϕ : P̂ ′ → P̂ such that τ ′ = τ ◦ ϕ, and
hence ht(ker(τ ′)) ≥ ht(ker(τ)).

Remark 2.5.14. If A is a local quasi-preadic k-algebra such that the residue field
A/m is separable over k, then it follows by Corollary 1.3.35 that the following
are equivalent:
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1. A is formally smooth over k.

2. ecodim(A) = 0.

3. fcodim(A) = 0.

Proposition 2.5.15. Let (A,m, k) be an equicharacteristic local quasi-preadic
ring, then

edim(A) ≥ dim(Â) + fcodim(A),

and equality holds if A has finite embedding dimension. In particular, if A is
Noetherian preadic then edim(A) = dim(A) + fcodim(A).

Proof. Consider an efficient formal embedding τ : P̂ = k[[xi | i ∈ I]] → Â.

The first formula follows from the simple fact that dim(P̂ ) ≥ ht(ker(τ)) +

dim(P̂ / ker(τ)). If A has finite embedding dimension then the set I is finite,
and equality holds in the formula because a power series ring in finitely many
variables is catenary of dimension equal to the number of variables. The sec-
ond formula follows from the first and the fact that dim(A) = dim(Â) if A is
Noetherian preadic.

Corollary 2.5.16. If (A,m, k) is an equicharacteristic local quasi-preadic ring
of finite embedding dimension, then

ecodim(A) = fcodim(A).

Proof. By Propositions 2.5.2 and 2.5.15, it suffices to show that dim(gr(A)) =

dim(Â). By Corollary 1.3.35 the completion Â is the quotient of a power series
ring in finitely many variables, and therefore is Noetherian and carries the m̂-
adic topology. The result now follows from [Mat89, Theorem 15.7] and the

identification gr(Â) ' gr(A).

Recall from Definition 1.6.2 that a DGK decomposition of an equicharacter-
istic local quasi-preadic ring (A,m, k) is an isomorphism Â ' B̂ ⊗̂k P̂ , where

(B, n, k) is a local preadic Noetherian ring and P̂ = k[[xi | i ∈ I]].

Proposition 2.5.17. Let (A,m, k) be an equicharacteristic local quasi-preadic

ring. If A admits a DGK decomposition Â ' B̂ ⊗̂k P̂ , then

ecodim(A) = fcodim(A) = ecodim(B) <∞.

Proof. Since B is Noetherian, we have ecodim(B) < ∞. By Corollary 2.5.16,
we have that ecodim(B) = fcodim(B). Moreover, Remark 1.6.3 and Theo-
rem 1.6.9 together imply that fcodim(B) = fcodim(A). It remains to shows
that ecodim(A) = ecodim(B).

To that avail, let n be the maximal ideal of B and γB : Symk(n/n2)→ gr(B)
the natural map. By Proposition 1.2.21 we have a diagram

Symk(m/m2)

'
��

γ
// gr(A)

'
��

Symk(n/n2)⊗k P
γB⊗idP

// gr(B)⊗k P.
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Let n be the maximal ideal of B and γB : Symk(n/n2)→ gr(B) the canonical
map. Write PA = Symk(m/m2), PB = Symk(n/n2), a = ker(γ) ⊂ PA, and b =
ker(γ) ⊂ PB . The DGK decomposition gives isomorphisms gr(A) ' gr(B)⊗k P
and PA ' PB ⊗k P . Moreover γ = γB ⊗ idP , and therefore a = bPA. Since PB
is a polynomial ring in finitely many variables, we see that ht(a) = ht(b), and
the result follows.

Remark 2.5.18. The analogous statement of Proposition 2.5.17 holds for equi-
characteristic local quasi-preadic rings (A,m, k) admitting a weak DGK decom-
position.

The proof of Corollary 2.5.16 does not extend beyond the case of finite
embedding dimension. Nonetheless, the following general comparison theorem
holds.

Theorem 2.5.19. For every equicharacteristic quasi-preadic local ring (A,m, k),
we have

ecodim(A) ≤ fcodim(A).

Proof. Fix an efficient formal embedding τ : P̂ → Â, and let gr(τ) : P → gr(A)

be the induced map on associated graded rings (here we identify gr(P̂ ) =
gr(P ) = P ). We have P ' Symk(m/m2) and gr(τ) gets identified with the
canonical surjection γ. In particular, it is enough to show that

ht(ker(τ)) ≥ ht(ker(gr(τ))).

Write a = ker(τ). By [Bou72, Chapter III, Section 2.4, Proposition 2], we have
that ker(gr(τ)) = in(a). To conclude, it is therefore enough to prove that

ht(a) ≥ ht(in(a)).

This follows from the next proposition.

Proposition 2.5.20. Let P = k[xi | i ∈ I] and P̂ = k[[xi | i ∈ I]], where k is a

field. Let a ⊂ P̂ be an ideal and in(a) ⊂ P the corresponding initial ideal. Then
ht(a) ≥ ht(in(a)).

Proof. Let J ⊂ I be a finite subset such that in(a)J has the same height of
in(a) if ht(in(a)) < ∞, or has arbitrary large height if ht(in(a)) = ∞. Let
c := ht(in(a)J).

By [BH93, Proposition 1.5.11], we can fix homogeneous elements g1, . . . , gc ∈
in(a)J forming a regular sequence in PJ . By the definition of initial ideal, there

are elements f1, . . . , fc ∈ a such that in(fi) = gi for all i. Let R = R(P̂ ) :=⊕
n∈Z m̂

nu−n be the extended Rees algebra of P̂ , where we set m̂n = P̂ whenever

n < 0. For every i, let f̃i := u− ord(fi)fi ∈ R. Note that f̃i|u=0 = in(fi) = gi via
the identification R/uR ' P .

We claim that, for every 1 ≤ r ≤ c, the elements f̃1, . . . , f̃r form a regular
sequence in R and R/(f̃1, . . . , f̃r) is flat over k[u]. We argue by induction on

r, the assertion being clear if r = 0. Letting for short B := R/(f̃1, . . . , f̃r−1),

we know by induction that B is flat over k[u]. Assume that there exists h ∈ P̂
with h =

∑r−1
i=1 aifi and in(h) not divisible by g1, . . . , gr−1. Writing

r−1∑
i=1

uord(fi)aif̃i = uord(h)h̃,
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Lemma 2.5.21 yields that B has torsion over k[u], which gives a contradic-
tion. Thus in(f1, . . . , fr−1) = (g1, . . . , gr−1) and B is isomorphic to the algebra⊕

n∈Z bnu
−n where bn := (m̂n + (f1, . . . , fr−1))/(f1, . . . , fr−1) for n ≥ 0 and

bn = B for n < 0. It follows by Proposition 1.2.16 that
⋂
n≥1 bn = {0}. Then

Lemma 2.5.22 implies that B is (u)-adically separated, and Lemma 2.5.23 (with

t = u) implies that the class b of f̃r in B is a regular element and B/bB is flat
over k[u].

The natural isomorphism R/(u − 1)R ' P̂ sends f̃i to fi, and hence we
see by Lemma 2.5.23 (with t = u − 1) that f1, . . . , fc form a regular sequence

in P̂ . This implies that depth(a, P̂ ) ≥ c. We conclude using the fact that

ht(a) ≥ depth(a, P̂ ) (e.g., see [AT09, Proposition 2.3 and Lemma 3.2]).

Lemma 2.5.21. Let f1, . . . , fr ∈ P̂ . If h ∈ P̂ , then in(h) ∈ (in(f1), . . . , in(fr))

if and only if there exist elements b1, . . . , br in the Rees algebra R = R(P̂ ) such
that

h̃ =

r∑
i

bif̃i.

Proof. Given h̃ =
∑
bif̃i, we may assume that bi is homogeneous in R, i.e. of the

form bi = u− ord(h)+ord(fi)ai with ai ∈ P̂ . But then ord(ai) ≥ ord(h) − ord(fi)
and the claim follows.

Lemma 2.5.22. Let A be a ring and (an)n≥0 a graded sequence of ideals of A,
and let R(A) :=

⊕
n∈Z anu

−n where we set an = A for n < 0. Assume that⋂
n≥1 an = {0}. Then R(A) is (u)-adically separated.

Proof. Let a ∈ R(A) be any element. Write a =
∑q
i=p aiu

−i for some ai ∈ P̂
and p, q ∈ Z. By the definition of Rees algebra, we have ai ∈ ai for all i.
The condition that a ∈ unR(A) is equivalent to having ai ∈ an+i for all i.
If a ∈

⋂
n≥1 u

nR(A), then we have ai ∈
⋂
n≥1 an = {0} for all i, and hence

a = 0.

Lemma 2.5.23. Let B be a flat and k[t]-algebra. For any given b ∈ B, consider
the following properties:

1. b is a regular element of B and B/bB is flat over k[t].

2. The image b̄ of b in B/tB is regular.

Then (1)⇒ (2), and the converse holds if B is (t)-adically separated.

Proof. The proof is an adaptation of the proof of [Mat89, Theorem 22.5]. The
implication (1) ⇒ (2) follows by the snake lemma applied to the commutative
diagram

B
b //

t

��

B

t

��

// B/bB

t

��

B
b //

��

B //

��

B/bB

B/tB
b̄ // B/tB
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after observing that the map B → B given by multiplication by b is injective
since b is regular, and so is the map B/bB → B/bB given by multiplication by
t since B/bB is flat over k[t].

In order to prove the implication (2)⇒ (1) when B is (t)-adically separated,
suppose x ∈ B is an element such that bx = 0. Then b̄x̄ = 0 in B/tB and
hence x̄ = 0. This means that x ∈ tB. Suppose x ∈ tnB for some positive
integer n, and write x = tny in B. Then tn(by) = bx = 0 and hence by = 0
since B is flat over k[t]. This implies that y ∈ tB, and hence x ∈ tn+1B.
Therefore x ∈

⋂
n≥1 t

nB, and since B is (t)-adically separated, this means that
x = 0. This proves that b is a regular element. To conclude that B/bB is flat

over k[t], we just compute that Tor
k[t]
1 (k,B/bB) = 0 from the exact sequence

0→ B → B → B/bB → 0 and apply [Mat89, Theorem 22.3].

Question 2.5.24. We do not know of any example where the inequality in The-
orem 2.5.19 is strict. The question whether ecodim(A) = fcodim(A) holds for
all equicharacteristic local (quasi-preadic) rings (A,m, k) is, to our knowledge,
still open.
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Chapter 3

Arc spaces and their
singularities

In this chapter we introduce the space of arcs X∞ of an algebraic variety X, and
use the methods established in Chapters 1 and 2 to study the singularities ofX∞.
One of the main results in this direction is Theorem 3.4.2, which characterizes
non-degenerate k-arcs as those with finite embedding dimension, with an explicit
bound provided. In Section 3.5 we give a detailed comparison of the geometric
approach behind our results to the Drinfeld–Grinberg–Kazhdan theorem (see
Theorem 3.4.1). Finally, in Section 3.6 we prove some consequences involving
the Mather–Jacobian discrepancy.

Section 3.2 incorporates parts of both [CH17] and [CN20], whereas Sec-
tions 3.3 to 3.6 were taken from [CdFD20].

3.1 Jets and arcs

In this section we aim to introduce jet and arc spaces as well as state some
well-known results describing their geometry, which we will make use of in later
sections. We shall note that this is not intended as a comprehensive introduction
to the theory of arc spaces; for that, we refer the reader to the plethora of
excellent surveys: [Mus07] for an introduction to arc spaces in the context of
birational geometry; [Ish07; Ish12; dFe18] from the point of view of the Nash
problem and finally [DL01; Vey06] for an introduction in the flavor of motivic
integration.

Throughout this section we will use the same abbreviated notation as in
Sections 2.1 and 2.2 and write R[[t]]n := R[t]/(tn+1) for n ∈ N and R[[t]]∞ :=
R[[t]].

3.1.1 Jet and arc spaces

Let X be a scheme over a base ring k. For n ∈ N, an n-jet on X is a morphism

α : Spec(L[[t]]n)→ X,

with L ⊃ k a field extension. An arc on X is a morphism

α : Spec(L[[t]])→ X.
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We write 0 for the unique closed point of Spec(L[[t]]n) and η for the generic
point of Spec(L[[t]]), as well as α0 := α(0) and αη := α(η). Note that a 1-jet α
on X is nothing but a tangent vector to X at α0.

If we consider L[[t]]n as a topological ring with respect to the t-adic topology,
then any n-jet resp. arc on X corresponds uniquely to a map

Spf(L[[t]]n)→ X̂α0
,

where X̂α0
denotes the formal neighborhood of X at α0.

We also define the n-jet functor of X as

Y ∈ Schk 7→ Homk(Y ×k Spec(k[[t]]n), X).

The n-th jet space Xn of X is the k-scheme representing the jet functor, that
is,

Homk(Y,Xn) ' Homk(Y ×k Spec(k[[t]]n), X).

In particular, if L ⊃ k is a field extension, then we have that the L-points of
Xn are just the n-jets on X with coefficients in L; written

Xn(L) ' X(L[[t]]n).

For m ≥ n, the truncations k[[t]]m → k[[t]]n induce natural morphisms πm,n :
Xm → Xn which form a projective system. The arc space X∞ of X is then
defined to be X∞ = limnXn. By definition, the arc space X∞ represents the
functor

Y ∈ Schk 7→ Homk(Y ×̂k Spf(k[[t]]), X),

where Y ×̂k Spf(k[[t]]) is the formal completion of the product of schemes Y ×k
Spec(k[[t]]). In particular, for a field extension L ⊃ k we get

X∞(L) ' X(L[[t]]).

If X = Spec(A) is affine, then it follows that for n ∈ N the jet scheme Xn

represents the functor

R ∈ Algk 7→ Homk(Spec(R[[t]]n), X) ' Homk(A,R[[t]]n),

and thus, by the results of Section 2.1, we have Xn = Spec(An), where An =
HSnk (A) is the n-th Hasse-Schmidt algebra of A. Moreover, since HS∞k (A) =
colimnHS

n
k (A) we have that X∞ = Spec(HS∞k (A)).

Example 3.1.1. Let X = Adk = Spec(k[x1, . . . , xd]). Then clearly, for n ∈ N,

Xn = Spec(k[x1,j , . . . , xd,j | j = 0, . . . , n]) = Ad(n+1)
k .

In particular, Xn ' X × Adnk . Moreover, we see that for d > 0 the scheme X∞
is non-Noetherian and of infinite dimension.

Example 3.1.2. Let X = Spec(k[x, y]/(y2 − x3)) be the plane cusp singularity.
Then Xn is defined as a subscheme of (A2

k)n by the system of equations

y2
0 − x3

0 = 0

2y0y1 − 3x2
0x1 = 0

y2
1 + 2y0y2 − 3x0x

2
1 − 3x2

0x2 = 0

. . .
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To give a construction of Xn for general k-schemes X we may proceed as
in [Voj07] and construct on X a sheaf of OX -algebras Hn such that, for each
affine open U = Spec(A) ⊂ X, we have that

Γ(U,Hn) ' HSnk (A).

Then we obtain Xn by taking the relative spectrum of the OX -algebra Hn.

Remark 3.1.3. If k is a field of characteristic 0, then we may describe X∞ in
terms of differential algebra (see [Kol73]). Assuming X is an affine subscheme
of Adk = Spec(k[x1, . . . , xd]), we define a derivation D on the infinite-variate
polynomial ring

k[x1,j , . . . , xd,j | j ∈ N]

by defining D(xi,j) = xi,j+1. If X is defined by an ideal a inside k[x1, . . . , xd],
then X∞ is given by the differential closure of a with respect to D. In fact,
using Taylor expansion we obtain the description of Example 3.1.1 by applying
the automorphism given by

xi,j 7→
1

j!
xi,j .

Remark 3.1.4. As a word of warning: while, for a k-scheme X, it is essentially
a tautology that the jet space Xn represents the functor

R 7→ Homk(Spec(R[[t]]/(tn+1)), X),

the same is a priori not clear for the space of arcs X∞ in the case where X is not
affine. In fact, this was proven in [Bha16] using methods of derived algebraic
geometry.

Let us also describe in detail how to obtain a description of the formal
neighborhood of an n-jet resp. an arc in terms of deformations. Recall from
Section 1.1.4 that a test ring is a local k-algebra (R,m) such that R/m = k and
mn = 0 for some n. The category of test rings was denoted by Nilk.

Definition 3.1.5. Let X be a scheme over a field k and n ∈ N ∪ {∞}. Let
α ∈ Xn(k). If (R,m) is a test ring, then we write u : R[[t]] → k[[t]] for the
t-linear extension of the quotient map R→ R/m ' k. A R-deformation of α is
a diagram

Spec(R[[t]]n)
α̃ // X

Spec(k[[t]]n)

u∗

OO

α

99 .

Remark 3.1.6. Since R is discrete with respect to its m-adic topology, an R-
deformation of α is equivalent to a diagram

Spf(R[[t]]n)
α̃ // X̂α0

Spf(k[[t]]n)

OO

α

99
,

where X̂α0
denotes the formal neighborhood of X at α0.
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By Corollary 1.1.36, the formal neighborhood X̂x of a k-scheme X at a k-
rational point x ∈ X(k) is determined by its R-deformations. Together with
the definition of Xn we obtain the following characterization (used for example
in [Dri02] to prove Theorem 3.4.1):

Lemma 3.1.7. Let X be a scheme over a field k and n ∈ N ∪ {∞}. Let

α ∈ Xn(k). If (̂Xn)α denotes the formal neighborhood of α, then, for every test
ring R, we have

(̂Xn)α(R) ' {R-deformations α̃ : Spec(R[[t]]n)→ X of α}

' {R-deformations α̃ : Spf(R[[t]]n)→ X̂α0
of α}.

3.1.2 Geometry of jet and arc spaces

In this section our aim is to state some fundamental geometric properties of jet
and arc spaces. We start with the following lemma.

Lemma 3.1.8. Let f : X → Y be formally étale. Then, for all n ∈ N ∪ {∞},
we have that the diagram

Xn
fn //

��

Yn

��

X
f
// Y

is Cartesian.

Recall that, if X is a smooth scheme over a field k, then for each p ∈ X
there exists an open subscheme U ⊂ X and an étale morphism U → Ad, where
d = dimpX. Thus, from Example 3.1.1 together with Lemma 3.1.8 we obtain
the following result on the structure of the natural maps πn+1,n : Xn+1 → Xn.

Corollary 3.1.9. Let X be a smooth scheme over a field k of dimension d.
Then πn+1,n : Xn+1 → Xn is a locally trivial fibration with fiber Ad; that is,
there exists a covering of Xn by opens U such that πn+1,n restricted to each U
is just pr1 : U × Ad → U .

In particular we have:

Corollary 3.1.10. Let X be a smooth scheme over a field k. Then

1. For each n ∈ N the jet space Xn is smooth over k.

2. The arc space X∞ is formally smooth over k.

Remark 3.1.11. In [Ish09] a strong converse to the above was proven: for X to be
smooth it is sufficient that there exists an n ∈ N such that Xn is smooth over k.
Additionally, it was shown that, if k is algebraically closed and of characteristic
0, then X is smooth over k if and only if there exists n > m > 0 such that
πn,m : Xn → Xm is flat.

Remark 3.1.12. In [Ish11] the same phenomenon was shown to be true for a host
of other properties. Namely, if Xn has property (P ) for some n ∈ N, then so does
X, where (P ) can be reduced, irreducible, connected, normal, locally complete
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intersection, Q-factorial, Q-Gorenstein, (log) canonical or (log) terminal. The
converse was shown to be false for many of these properties. This indicates
that, heuristically speaking, requiring Xn to have a certain property tends to
be a rather strong assumption. See also Theorem 3.1.18 and Example 3.1.19.

Remark 3.1.13. In contrast to Remark 3.1.11, in [BS17a] the following was
shown. Let X be a reduced, positive-dimensional scheme of finite type over
a field k and let α : Spec(k[[t]]) → X be an arc such that αη ∈ Xsm. Then

X̂α ' Spf(k[[ti | i ∈ N]]) if and only if the unique formal branch of X at
α0 containing Im(α) is smooth. By Corollary 1.3.35, we see that this gives a
characterization of formally smooth k-points of X∞. Note here that we will
show in Section 3.5 that a degenerate arc cannot be a formally smooth point of
X∞.

We now turn our attention to describing the basic topological properties of
jet and arc spaces. The following theorem was first proven by Kolchin in [Kol73]
in the setting of differential algebra. A later proof with a more geometric flavor
was given in [NS05].

Theorem 3.1.14 (Kolchin’s irreducibility theorem). Let X be a scheme over
a field k of characteristic 0. If X is irreducible, then so is X∞.

Remark 3.1.15. Note that even if X is reduced, X∞ is not reduced in general.
In fact, in [Seb11] it was proven that, for a plane curve C over a field of char-
acteristic 0, its arc space X∞ is reduced if and only if C is smooth over k. The
proof of this statement used derivations to explicitly give a nontrivial nilpotent
element of OC∞ .

While Theorem 3.1.14 is no longer true in positive characteristics, there
still exists a reasonable description of the irreducible components of X∞ over
arbitrary fields, provided that X itself is of finite type. The following result was
first proven over perfect fields in [Reg09] and in the general case in [NS10].

Theorem 3.1.16 ([NS10, Theorem 3.15]). Let X be a scheme of finite type
over a field k and write Z := X \Xsm, where Xsm denotes the locus of smooth
points of X. Then:

1. If X is irreducible, then so is X∞ \ Z∞.

2. There exists a bijection between those irreducible components of X which
are geometrically reduced, and the irreducible components of X∞ \ Z∞.

In particular, if k is perfect and X reduced, then the components of X are in
bijection with those of X∞\Z∞, recovering [Reg09, Theorem 2.9]. By induction
on the dimension of X we get that X∞ has only finitely many components.
Arguing as in [NS10] we can generalize to arbitrary fields as:

Corollary 3.1.17 ([NS10, Corollary 3.16]). If X is a scheme of finite type over
a field k, then X∞ has only finitely many irreducible components.

One should remark that the situation is markedly different for jet spaces,
as even for irreducible X over a field of characteristic 0 the jet spaces Xn may
have several components. In fact, in [Mus01] the following remarkable result
was proven:
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Theorem 3.1.18 ([Mus01, Theorem 0.1]). Let X is a variety over an alge-
braically closed field of characteristic 0 and assume that X is a local complete
intersection. Then Xn is irreducible for all n if and only if X has rational
singularities.

Example 3.1.19. Let k be a field of characteristic 0 and C ⊂ A2
k be a plane curve

with Sing(C) = {0}; for example C = Spec(k[x, y]/(y2−x3)). Then the first jet
scheme C1 is just the Zariski tangent bundle of C and thus has two components,
with one given by π−1({0}), where π : C1 → C is the canonical projection.

3.2 Differentials on jet and arc spaces

One of the more comprehensive studies of the schematic structure of jet and
arc spaces - and in particular of their singularities - has been conducted in
[dFD20], whose main result is a formula for the sheaf of differentials, which in
the affine case was proven in this thesis in Section 2.2. From this formula several
results concerning the embedding dimension of jets and arcs were obtained,
which in turn gave new proofs of several key results such as a variant of the
Birational Transformation Rule, as proven in [DL99a]. The purpose of this
section is to globalize the results of Section 2.2 to give the sheaf-theoretic version
of Theorem 2.2.15 and to summarize several consequences derived in [dFD20]
which will be used in the latter sections of this chapter. Finally, we will prove a
result describing the formal neighborhood of degenerate arcs whose proof makes
use of Theorem 2.2.15.

3.2.1 Sheaves of differentials on jet and arc spaces

This section should be read as a continuation of Section 2.2. There we estab-
lished the existence of the Hasse-Schmidt module, which parametrizes higher
derivations of modules. In particular, one consequence is the following formula,
as first proven in [dFD20]:

Theorem (Theorem 2.2.15). Let A be a k-algebra and, for n ∈ N ∪ {∞}, let
An := HSnk (A) be the n-th Hasse-Schmidt algebra. Then there exists an (A,An)-
bimodule Qn, free over An, such that

ΩAn/k ' ΩA/k ⊗A Qn

as An-modules.

In the same way as jet and arc spaces are obtained by gluing Hasse-Schmidt
algebras, we will glue Hasse-Schmidt modules to obtain coherent sheaves on jet
and arc spaces. In particular, this will allow us to give a global version of the
above formula for the sheaf of differentials.

Throughout this section, we will assume that X is a scheme over S =
Spec(k), where k is an arbitrary commutative ring. We note that the assump-
tion that S is affine is not needed and only made for convenience’s sake. As in
Section 2.1 and Section 2.2, we will write k[[t]]n := k[t]/(tn+1).

Let F be a quasi-coherent sheaf on X, that is, there exists a covering by open
affines Ui = Spec(Ai) ⊂ X such that F |Ui corresponds to some Ai-module Mi.
As before, set (Ai)n := HSnk (Ai). Let n ∈ N ∪ {∞}. Recall that the n-th
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Hasse-Schmidt module HSnAi/k(Mi) of Mi was defined to be the (Ai)n-module
representing the functor

N 7→ HomAi(Mi, N [[t]]n).

The n-th jet space resp. arc space Xn of X has a covering by open affines
(Ui)n = Spec((Ai)n). For i, j the sheaf F gives rise to isomorphisms (Mi)f '
(Mj)g, where f and g run over partitions of unity of Ui ∩Uj . By Lemma 2.2.11
we have that

HSnAi/k(Mi)⊗(Ai)n ((Ai)n)f ' HSn(Ai)f/k(Mi ⊗Ai (Ai)f ),

and by functoriality of the Hasse-Schmidt module we have that HSnAi/k(Mi)
glue to an OXn -module Fn. To summarize:

Proposition 3.2.1. Let X be a scheme over k and F a quasi-coherent sheaf of
OX-modules. Let n ∈ N ∪ {∞}. Then there exists a quasi-coherent sheaf Fn of
OXn-modules such that, if U = Spec(A) ⊂ X is an affine open, then

Γ(Un,Fn) ' HSnA/k(M),

where M = Γ(U,F).

Consider now the case n ∈ N. Setting Qn := HSnA/k(A), from Theorem 2.2.5
we have that

HSnA/k(M) 'M ⊗A Qn.

Recall that the A-action on Qn is induced by the map γA : A → An[[t]]n. To
globalize the above statement, we make use of the universal n-jet as introduced
in Section 3.1. Namely, for any scheme X its n-the jet space comes equipped
with a morphism γ : Xn ×k Spec(k[[t]]n) → X. Denote by ρ the canonical
projection Xn×k Spec(k[[t]]n)→ Xn. If G is a quasi-coherent OXn -module and
U = Spec(A) an affine open of X such that G |Un corresponds to an An-module
N , then

Γ(U, γ∗ρ
∗G) ' N [[t]]n

as A-modules. On the other hand, we obtain a quasi-coherent sheaf Qn on
Xn × Spec(k[[t]]n) by gluing Qn = HSnA/k(A) for U = Spec(A) ⊂ X open as
above. Then it the following result is straightforward to verify:

Theorem 3.2.2. Let X be a scheme over k and F a quasi-coherent OX-module.
Let n ∈ N and Fn the sheaf obtained from F as in Proposition 3.2.1. Then
Fn ' ρ∗(γ∗F ⊗Qn). Moreover, Fn represents the functor

G ∈ ModOXn 7→ HomOX (F , γ∗ρ∗G).

Remark 3.2.3. As Qn is trivial for n ∈ N (see Remark 2.2.7), we have that
Fn ' ρ∗γ∗F .

From Remark 2.2.8 we see that, if F is locally free then so is Fn. Together
with Theorem 2.2.12 this gives the following result on universal vector bundles
on jet spaces:
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Proposition 3.2.4. Let X be a scheme over k and n ∈ N. Then the assignment
F 7→ Fn gives a functor Coh(X) → Coh(Xn) which preserves the property of
being locally free. Moreover, if E → X is the vector bundle corresponding to
a locally free F ∈ Coh(X), then its jet space En → Xn is the vector bundle
corresponding to Fn ∈ Coh(Xn).

Proof. The statement follows from the above and the fact that, if M is a finite
free right A-module and N an (A,B)-bimodule which is finite free over B, then
the tensor product M ⊗A N is finite free as a right B-module.

The construction of the sheaf Fn was used in [dFD20] to provide a global
variant of Theorem 2.2.15, as well as in [dFD19] to show how the jet space
behaves under Nash blow-up. The following example shows that, even in the
very easy case of a line bundle L on P1, its associated bundle Ln on the n-th
jet space has interesting structure:

Example 3.2.5. Let X = P1 and and L an invertible sheaf on P1, isomorphic to
O(d) for some d ∈ Z. Let U0 and U1 be the standard affine opens of P1. We
write Ui = Spec(k[ti]), then L |Ui is generated by ei and the transition map
L |U0∩U1

→ L |U1∩U0
is given by e0 7→ td1e1. For n ∈ N we want to describe

explicitly the sheaf Ln on (P1)n. To that avail, note that (P1)n has an affine

covering given by (Ui)n = Spec(k[t
(0)
i , . . . , t

(n)
i ]). The restriction Ln |(Ui)n is

freely generated by the sections e
(j)
i for j = 0, . . . , n. By functoriality of the

Hasse-Schmidt module the transition map is given by

e
(j)
0 7→ ∆j

(
(t

(0)
1 )de

(j)
1

)
,

where ∆ is the universal higher derivation associated to Ln |(U1)n . In particular,
for d = 1, it is easy to see that the space of global sections of O(1)n is generated

by e
(j)
i , where i = 0, 1 and j = 0, . . . , n. This gives a notion of “coordinates”

for (P1)n. The same obviously holds for any projective space Pm, m ≥ 1.

Let us now turn our attention to the case n = ∞ and the equivalent state-
ment to Theorem 3.2.2. The situation is slightly more subtle as the universal
arc is given as

γ : X∞×̂k Spf(k[[t]])→ X,

which is a morphism between formal schemes. Similarly, the projection ρ should
be thought of as a map of formal schemes as well. In particular, if G is a
quasi-coherent sheaf on X∞, then the pushforward γ∗ρ

∗G will no longer be
quasi-coherent over X. However, one can check that, by adapting the gluing
for modules Q∞, one obtains a quasi-coherent sheaf Q∞ on X∞×̂k Spf(k[[t]]),
whose pushforward ρ∗Q∞ is quasi-coherent over X∞. We will skip the details
here, but mention that this essentially follows from the structure of Q∞ as the
colimit of quasi-coherent sheaves. Then the following result holds:

Theorem 3.2.6. Let X be a scheme over k and F a quasi-coherent OX-module.
Let F∞ be the quasi-coherent sheaf over X∞ as in Proposition 3.2.1. Then

F∞ ' ρ∗(γ∗F ⊗Q∞).

Finally, let us mention the the global version of Theorem 2.2.15:
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Theorem 3.2.7. Let X be a scheme over k and let n ∈ N ∪ {∞}. Then

ΩXn/k ' ρ∗(γ
∗ΩX/k ⊗Qn),

where γ is the universal n-jet resp. arc as defined above, and ρ is the corre-
sponding projection onto Xn. If n ∈ N, then moreover ΩXn/k ' ρ∗γ∗ΩX/k.

3.2.2 The fiber over a jet and embedding dimension of jet
spaces

One particularly useful application of Theorem 3.2.7 is, in conjuction with the
structure theorem for modules over principal ideal rings, to compute the pull-
back of the sheaf of differentials along truncated arcs. This allows one to obtain
formulas for the embedding dimension of truncated arcs as points in the jet space
as well as bounds for the cotangent map of the truncation maps X∞ → Xn.
These formulas were proven in [dFD20] and the goal of this section is to sum-
marize the results contained in the latter which will be used in the upcoming
sections. For proofs of the statements we will refer the reader to the original
paper [dFD20].

Throughout this section let k denote any commutative ring. As in Sec-
tion 3.2.1, if A is a k-algebra and n ∈ N ∪ {∞}, then we write An := HSnk (A).
If X is a scheme over k and αn ∈ Xn, then we denote by Ln the residue field
of αn and write dim(αn) := trdegk(Ln). We may assume that X = Spec(A) is
affine, then αn corresponds to a map A→ Ln[[t]]n, which, by abuse of notation,
we will refer to by αn as well. Write In for the prime ideal of An defining αn.
Then the Zariski tangent space at αn is dual to In/I

2
n, and thus we have

edim(OXn,αn) = dimLn(In/I
2
n).

If α ∈ X∞ and αn = πn(α) denotes the n-th trunctation of α, then

I∞/I
2
∞ = colim

n
Im(In/I

2
n).

If M is an A-module, then we are interested in the pullback of M along αn,
that is, the Ln[[t]]n-module

M ⊗A Ln[[t]]n.

Since Ln[t]]n is a principal ideal ring, the structure theorem for modules over
such rings tells us that there exists a unique decomposition

M ⊗A Ln[[t]]n ' F ⊕ T,

with F free and T torsion. Write d(αn) for the rank of F ; in [dFD20] this
number is referred to as the Betti number of M with respect to αn. If m > n
and αn = πm,n(αm), then d(αn) ≥ d(αm). Moreover, for α ∈ X∞ we have

d(α) = dimk(αη)(M ⊗A k(αη)),

where αη denotes the image under α of the generic point of Spec(Ln[[t]]).
Making use of the formula for the sheaf of differentials established in Sec-

tion 2.2 and the previous section the following structure theorem is obtained:
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Theorem 3.2.8 ([dFD20, Theorem 7.2, Corollary 7.3]). Let X be a scheme of
finite type over k and n ∈ N. Let αn ∈ Xn and denote its residue field by Ln.
Then there exists an isomorphism of Ln[[t]]n-modules

ΩXn/k ⊗OXn Ln ' F ⊕ T,

where T is torsion and F is free of rank dn = d(αn), the Betti number of ΩX/k
with respect to αn. If αn = πn(α) is the truncation of α ∈ X∞, then

dimLn(ΩXn/k ⊗OXn Ln) = (n+ 1)dn + ordα(Fittdn(ΩX/k)).

Proof. We may assume X = Spec(A) is affine and then apply Theorem 2.2.15
to obtain

ΩAn/k ⊗An Ln ' ΩA/k ⊗A Qn ⊗An Ln.
Since Qn ' An[[t]]n the result follows.

Remark 3.2.9. Theorem 3.2.8 does not extend to arcs, since Q∞ 6' An[[t]].
However, the Betti number d = d(α) of ΩX/k with respect to α ∈ X∞ has a clear
geometric meaning, namely, as remarked before it is equal to dimk(αη)(ΩX/k ⊗
k(αη)). Note that for n >> 0 the Betti numbers d and d(αn) for αn = πn(α)
agree.

The first application of Theorem 3.2.8 concerns the embedding dimension at
truncated arcs and the dimension of the image of the cotangent map.

Lemma 3.2.10 ([dFD20, Lemma 8.1]). Let X be an affine scheme of finite type
over a perfect field k and let α ∈ X∞. For n ∈ N denote by dn the n-th Betti
number of ΩX/k with respect to the truncation αn = πn(α). Then:

edim(OXn,αn) = (n+ 1)dn − dim(αn) + ordα(Fittdn(ΩX/k)).

Lemma 3.2.11 ([dFD20, Lemma 8.3]). Let X = Spec(A) be an affine scheme
of finite type over a perfect field k, let α ∈ X∞ with residue field L and for
n ∈ N write αn = πn(α). Let In and I∞ be the ideals defining αn resp. α and
consider the map

λn : In/I
2
n ⊗An L→ I∞/I

2
∞

induced by the truncation πn. Then

dimL(Im(λn)) ≥ (n+ 1)d− dim(αn),

where d = d(α) is the Betti number of ΩX/k with respect to α.

We also want to mention the following result, which in characteristic 0 follows
directly from Kolchin’s Irreducibility theorem (see Theorem 3.1.14):

Lemma 3.2.12 ([dFD20, Lemma 8.6]). Let X be a scheme of finite type over a
perfect field k, let α ∈ X∞ and Z ⊂ X the closed irreducible subset with generic
point αη. Then, for every n ∈ N, we have:

dim(αn) ≤ (n+ 1) dim(Z).

We want to finish this section by mentioning the following characterization
of constructible points of X∞ not contained in (SingX)∞, that is, those α ∈ X∞
whose closure {α} is constructible. If X is a variety, i.e. in particular reduced,
then any constructible α ∈ X∞ is weakly stable in the sense of [DL99a].
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Theorem 3.2.13 ([dFD20, Theorem 10.8]). Let X be a scheme of finite type
over a perfect field k. For every α ∈ X∞, we have

edim(OX∞,α) <∞

if and only if α is a constructible point and not contained in (SingX)∞.

The proof of Theorem 3.2.13 relies on a variant of the Birational Transfor-
mation Rule established in [DL99a]. We refer the reader to [dFD20, Section 9]
for more details.

3.2.3 The formal neighborhood of a degenerate arc

Let X be a scheme locally of finite type over a field k and X∞ the arc space of
X. In this section we are interested in those arcs α ∈ X(k) which are contained
in the complement of the smooth locus Xsm of X; that is, α ∈ (X \ Xsm)∞.
In accordance with the literature we refer to such arcs α as degenerate; they
should be thought of as “the most singular” points of X∞. In fact, this idea
will be made precise with the results of this section and Section 3.3.

For now let X be a scheme (not necessarily of finite type) over a field k.
Let π∞,0 : X∞ → X be the canonical projection given by α 7→ α0. Then π∞,0
has a section τ∞,0 : X → X∞ given as follows: for each k-algebra R we map
x ∈ X(R) to the arc given by

colimn Spec(R)×k Spec(k[[t]]n)
pr1 // Spec(R)

x // X.

IfX = Spec(A) is affine, then τ∞,0 corresponds to the ring mapAn = HS∞k (A) 7→
A given by

a(i) 7→

{
a, i = 0

0, i > 0.

For x ∈ X we call x̄∞ := τ∞,0(x) the constant arc centered at x. Clearly x̄∞
degenerate is equivalent to x ∈ X \Xsm.

Similarly, for n ∈ N we obtain a section τn,0 : X → Xn to the projection
πn,0 : Xn → X and we call x̄n := τn,0(x) the constant n-jet centered at x.

This section’s main result describes the formal neighborhood of degenerate
constant arcs as follows. Recall that a formal k-scheme X has a smooth factor
if there exists a decomposition X ' Y ×k Spf(k[[t]]).

Theorem 3.2.14 ([CH17]). Let X be a scheme over a field k of characteristic
0. Let x ∈ X(k) and for n ∈ N ∪ {∞} let x̄n be the corresponding constant arc

resp. n-jet. Then the formal neighborhood (̂Xn)x̄n has a smooth factor if and

only if X̂x has one.

The idea of the proof is to combine the Zariski-Lipman-Nagata criterion (see
Theorem 2.3.4) with the formula for the differentials in Theorem 2.2.15. Let us
start by proving the easy direction first. We have the following lemma:

Lemma 3.2.15. Let X be a scheme over k and α ∈ Xn(k). Assume that

X̂α0 ' Ŷy× Ẑz for k-schemes Y , Z. Let (α1, α2) ∈ (Y ×Z)n(k) be the arc resp.
n-jet corresponding to α. Then

(̂Xn)α ' (̂Yn)α1
× (̂Zn)α2

.
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Proof. Follows from the description in Lemma 3.1.7.

Corollary 3.2.16. Let X be a scheme over k and α ∈ Xn(k). Assume the

formal neighborhood X̂α0 has a smooth factor, then so has (̂Xn)α.

Proof of Theorem 3.2.14. We may assume that X = Spec(A) is affine. Write
An = HSnk (A) and π∗ : A → An for the map corresponding to πn,0 : Xn → X
and τ∗ : An → A for the map corresponding to τn,0 : X → Xn. If m ⊂ A is the
maximal ideal corresponding to x ∈ X(k) and mn = mAn its extension, then
the identity on Am factors as

Am
π∗ // (An)mn

τ∗ // Am.

Let us write B = Am and Bn = (An)mn . Then the factorization above lifts

to the respective completions B̂ and B̂n. Note also that, if γ∗n : B → Bn[[t]]n
denotes the map corresponding to the universal arc resp. n-jet, then composing
γ∗n with the t-linear extension of τ∗ yields the canonical inclusion B → B[[t]]n.

By Theorem 2.2.15 we have ΩBn/k ' HS
n
B/k(ΩB/k). Thus, for any module

M over Bn we have isomorphisms

Derk(Bn,M) ' HomBn(ΩBn/k,M)

' HomB(ΩB ,M [[t]]n)

' Derk(B,M [[t]]n).

Evaluating this isomorphism at M = B̂n and composing each derivation on the
right hand side with τ̂∗ : B̂n → B̂ we obtain a map

Dercont
k (B̂n, B̂n) ' Derk(Bn, B̂n)→ Derk(B, B̂[[t]]n) ' Dercont

k (B̂, B̂[[t]]n).

By the above remark, the B̂-module structure on B̂[[t]]n is given by the canon-

ical inclusion B̂ → B̂[[t]]n. We claim that, for any k-algebra R, we have
Derk(R,R[[t]]n) '

∏n
Derk(R,R). Indeed, let d : R → R[[t]]n be a deriva-

tion and write d(x) =
∑n
i=0 di(x)ti. Then

∑
i

di(xy)ti = d(xy) = x

n∑
i=0

di(y)ti + y

n∑
i=0

di(x)ti =

n∑
i=0

(xdi(y) + ydi(x))ti

and thus di : R→ R is a k-derivation. Note that if R = (R, n) is local and d is
regular (i.e. d mod n 6≡ 0), then there exists an i such that di is regular.

To summarize, we have a map

Dercont
k (B̂n, B̂n)→

n∏
Dercont

k (B̂, B̂),

which takes a derivation d to a family of derivations (di)i. Assume now that

(̂Xn)x̄n has a smooth factor. By Theorem 2.3.4 this implies that there exists a

regular derivation d ∈ Dercont
k (B̂n, B̂n). Considering the image (di)i of d under

the above map we see that there exists a regular derivation di ∈ Dercont
k (B̂, B̂).

Using Theorem 2.3.4 again in the other direction shows that X̂x has a smooth
factor.
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Remark 3.2.17. The argument of Theorem 3.2.14 does not immediately extend
to the case of positive characteristic, as there does not exist an identification
similar to

Derk(R,R[[t]]n) '
n∏

Derk(R,R)

for higher derivations.

Remark 3.2.18. In [BS17c] a first example of a constant degenerate arc which
does not have a DGK decomposition was given. The original motivation behind
Theorem 3.2.14 in [CH17] was to prove that, in fact, all constant degenerate arcs
do not allow such a decomposition. This statement will be generalized further
in Section 3.4 to characterize general degenerate arcs as exactly those arcs not
having a DGK decomposition.

3.3 Generic projections and embedding codimen-
sion of arc spaces

In Section 2.5 we have introduced two different notions of embedding codimen-
sion as a very coarse measure of the “size” of a singularity. The main result
of this section is a characterization of those arcs who have finite embedding
codimension as non-degenerate arcs, that is, those arcs which are not contained
in the singular locus of X. In that case we will also provide an explicit bound
for the embedding codimension. The first key result is Theorem 3.3.1, whose
basic idea is that the cotangent map at a non-degenerate arc with respect to
a general linear projection to an affine space is an isomorphism. This gives a
geometric way of computing embedding codimension by considering the map
of jet spaces at each level corresponding to the chosen linear projection. The
aforementioned results then follow by the formulas for the embedding dimension
of jets established in Section 3.2.2.

Throughout this section let X be a scheme of finite type over a field k. As
in Section 3.1, given an arc α : Spec(k[[t]]) → X, we will denote by α0 and αη
the images in X of the closed point and the generic point of Spec(k[[t]]); we call
α0 the special point of α and αη the the generic point of α.

Given an open set U ⊂ X, we have αη ∈ U if and only if the morphism
α : Spec(k[[t]]) → X does not factor through the complement X \ U . We will
be interested in the case where U = Xsm, the smooth locus of X. Note that if
k is perfect, then the complement X \Xsm is the singular locus Sing(X) of X.

The following theorem is a variant of [dFD20, Theorems 9.2 and 9.3]. More-
over, the argument employed is similar to the one used to prove [EM09, Theorem
1.1, Theorem 1.2].

Theorem 3.3.1. Suppose that X is an affine scheme over a perfect field k. Let
α ∈ X∞ be an arc and let d := dimk(αη)(ΩX/k ⊗k k(αη)). Assume that one of
the following holds:

1. k is a field of characteristic zero, or

2. α ∈ X∞(k).

Fix a closed embedding X ⊂ AN , let f : X → Y := Ad be the morphism induced
by a general linear projection AN → Ad, and let β := f∞(α) ∈ Y∞. Let m ⊂
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OX∞,α and n ⊂ OY∞,β be the respective maximal ideals and L and L′ the residue
fields. Then the induced cotangent map

(Tαf∞)∗ : n/n2 ⊗L′ L→ m/m2

is an isomorphism.

Proof. By assumption, we have that ordα(Fittd(ΩX/k)) < ∞ and by taking a
general linear projection we can ensure that

ordα(Fittd(ΩX/k)) = ordα(Fitt0(ΩX/Y )).

Since k is perfect, we have a commutative diagram with exact rows

0 // n/n2 ⊗L′ L //

(Tαf∞)∗

��

ΩY∞/k ⊗OY∞ L //

ϕ

��

ΩL′/k ⊗L′ L //

δ

��

0

0 // m/m2 // ΩX∞/k ⊗OX∞ L // ΩL/k // 0

.

The main step is to understand the map ϕ. As in the proof of
[dFD20, Theorems 9.2], denote for short BL := L[[t]] and QL := ρ∗(Q∞)⊗OX∞
L. Note that, writing X = Spec(A), we have that QL ' Q∞⊗A∞ L, where Q∞
is defined as in Section 2.2.

Note that, by Theorem 3.2.7, there are natural isomorphisms

ΩX∞/k ⊗OX∞ L ' ΩX/k ⊗OX QL

and
ΩY∞/k ⊗OY∞ L ' ΩY/k ⊗OY QL.

We will use these isomorphisms to study ϕ.
By pulling back the terms of the exact sequence

ΩY/k ⊗OY OX → ΩX/k → ΩX/Y → 0

along α, we obtain the exact sequence

ΩY/k ⊗OY BL → ΩX/k ⊗OX BL → ΩX/Y ⊗OX BL → 0.

Since Y is smooth, we see that the term FY := ΩY/k ⊗OY BL is a free BL-
module. Write ΩX/k ⊗OX BL = FX ⊕ TX where FX is free and TX is torsion.

Since ordα(Fitt0(ΩX/Y )) < ∞, the term TX/Y := ΩX/Y ⊗OX BL is a torsion
BL-module, and we get an exact sequence:

0→ FY → FX ⊕ TX → TX/Y → 0.

Since QL is a divisible QL-module, tensoring with QL kills torsion, and hence
the above sequence gives the exact sequence

0→ TorBL1 (TX , QL)→ TorBL1 (TX/Y , QL)→ FY ⊗BL QL
ϕ′−−→ FX ⊗BL QL → 0.

Note that ϕ′ = ϕ under the aforementioned isomorphisms. We have
TorBL1 (TX , QL) ' TX , and this has dimension ordα(Fittd(ΩX/k)) over L. Simi-

larly, TorBL1 (TX/Y , QL) ' TX/Y has dimension ordα(Fitt0(ΩX/Y )) over L. Since

100



these two dimensions are equal, the map ϕ′ in the sequence above is an isomor-
phism. We conclude that ϕ is an isomorphism.

The surjectivity of ϕ implies that δ is surjective, and the injectivity of δ
follows from our assumption that either (1) or (2) holds. We conclude that
(Tαf∞)∗ is an isomorphism.

Corollary 3.3.2. Keeping the assumptions and notation from Theorem 3.3.1,
let αn, βn denote the images of α, β under the projections X∞ → Xn and
Y∞ → Yn, and mn ⊂ OXn,αn , nn ⊂ OYn,βn denote the corresponding ideals with
residue fields Ln, L′n. Then the induced cotangent map

(Tαnfn)∗ : nn/n
2
n ⊗L′n L→ mn/m

2
n ⊗Ln L

is injective for all n ∈ N.

Proof. This follows from the diagram

n/n2 ⊗L′ L // m/m2

nn/n
2
n ⊗L′n L //

OO

mn/m
2
n ⊗Ln L

OO

and the fact that the top horizontal and left vertical arrows are injections.

Theorem 3.3.3. Let X be a scheme of finite type over a perfect field k and
α ∈ X∞. Assume that one of the following holds:

1. k is a field of characteristic zero, or

2. α ∈ X∞(k).

Then we have

ecodim(OX∞,α) ≤ lim sup
n→∞

ecodim
(
OXn,αn

)
where αn is the image of α under the truncation map πn : X∞ → Xn.

Proof. We can assume without loss of generality that X is affine. Given a map

f : X → Y := Ad,

we let β := f∞(α) ∈ Y∞. For every n, we denote by αn ∈ Xn and βn ∈ Yn the
images of α and β at the respective n-jet schemes. For ease of notation, we also
set A∞ := OX∞,α and B∞ := OY∞,β and, for every n ∈ N, An := OXn,αn and
Bn := OYn,βn . For every n ∈ N∪{∞}, we denote by mn ⊂ An and nn ⊂ Bn the
respective maximal ideals, and by Ln := An/mn and L′n := Bn/nn the residue
fields.

Note that we have direct systems {An → An+1 | n ∈ N} and {Bn ⊂ Bn+1 |
n ∈ N}, and A∞ = colimnAn and B∞ = colimnBn. Moreover, we have
commutative diagrams

B∞
ϕ
// A∞

Bn
ϕn //

?�

OO

An

OO
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where n = ϕ−1(m), nn = ϕ−1
n (mn), nn = n ∩Bn, and mn = m ∩An.

For every n ∈ N ∩ {∞}, let

Dϕn : nn/n
2
n ⊗L′n Ln → mn/m

2
n

be the induced cotangent map.
We pick f as in Theorem 3.3.1. For every n ∈ N∪{∞}, there is an associated

map of graded rings gr(ϕn) : gr(Bn)→ gr(An). We denote by

ψn : gr(Bn)⊗L′n L∞ → gr(An)⊗Ln L∞.

the map induced by gr(ϕn) by the indicated base changes.
Note that m∞ = colimnmn and hence mr∞ = colimnm

r
n for all r. Indeed, if

a ∈ mr∞ for some r ≥ 2, then we can write a = a1 . . . ar with ai ∈ m; then we
can pick n such that such that ai ∈ mn for all i and hence a ∈ mrn. It follows
that

gr(A∞) = colim
n

gr(An)⊗Ln L∞,

and similarly we have

gr(B∞) = colim
n

gr(Bn)⊗L′n L
′
∞.

Since nrn = ϕ−1
n (mrn) for all r, for every n we have a commutative diagram

gr(B∞)⊗L′∞ L∞
ψ∞ // gr(A∞)

gr(Bn)⊗L′n L∞
ψn //

?�

OO

gr(An)⊗Ln L∞

OO
.

For short, let Rn := gr(An) ⊗Ln L∞, Sn := gr(Bn) ⊗L′n L∞, and Kn :=
ker(ψn).

Lemma 3.3.4. ht(K∞) = lim supn ht(Kn).

Proof. First, note thatK∞ = colimnKn. Indeed, the inclusionK∞ ⊃ colimnKn

is clear, and conversely, if b ∈ K∞ and we fix n ∈ N such that b ∈ Sn, then
ψm(b) is in the kernel of Rm → R∞ for all m ≥ n and hence, since each ψm(b)
maps to ψm+1(b) via Rm → Rm+1, it follows that ψm(b) is zero for m � n,
which means that b ∈ Km for m� n.

We are now ready to prove that

ht(K∞) = lim sup
n

ht(Kn).

Note that the maps Sn → S∞ are extensions of polynomial rings over the same
field L∞. Thus they are faithfully flat and hence for every prime pn ⊂ Sn its
extension pnS∞ is prime.

Consider first the case where ht(K∞) < ∞ and let p ⊂ S∞ be a minimal
prime over K∞ with ht(p) = ht(K∞). By Remark 1.6.11 we have that p is
finitely generated by elements f1, . . . , fr ∈ S∞. For each n > 0 let pn be any
minimal prime over Kn contained in p ∩ Sn. Then p′ := colimn pn is a prime
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of S∞ with K∞ ⊂ p′ ⊂ p, so p′ = p. Let n1 > 0 be such that f1, . . . , fr ∈ pn1
,

then pn = p ∩ Sn for n ≥ n1. Given any chain of primes

(0) = q0 ( q1 ( · · · ( qt = p ⊂ S∞,

pick si ∈ qi \ qi−1, and fix n2 such that s1, . . . , st ∈ Sn2 . Then for every
n ≥ max{n1, n2} we get a chain of primes

(0) = q0 ∩ Sn ( q1 ∩ Sn ( · · · ( qt ∩ Sn = pn.

Thus ht(K∞) ≤ lim supn ht(Kn). The other inequality follows by the going-
down theorem applied to Sn → S∞.

If ht(K∞) =∞, then, since ht(K∞) ≥ ht(KnS∞), a similar argument shows
that the sequence {ht(Kn)}n is unbounded.

We can now finish the proof of the theorem. Since Bn is formally smooth,
for every n ∈ N ∪ {∞} the natural map

SymL′n
(nn/n

2
n)→ gr(Bn)

is an isomorphism (see Remark 2.5.14 for the case n = ∞). Furthermore, the
diagram

Sn
ψn // Rn

SymL′n
(nn/n

2
n)⊗L′n L∞

σn //

'

OO

SymLn(mn/m
2
n)⊗Ln L∞

γn

OO

is commutative.
By Theorem 3.3.1, the map σ∞ is an isomorphism, and hence

ht(K∞) = ht(ker(γ∞)) = ecodim(A∞).

Similarly, by Corollary 3.3.2 σn is an injective L-linear map of polynomial rings,
and we have

ht(Kn) ≤ ht(ker(γn)) = ecodim(An).

Then we conclude by Lemma 3.3.4.

Theorem 3.3.5. Let X be a scheme of finite type over a perfect field k and
α ∈ X∞. Assume that either k is a field of characteristic zero, or α is a k-
rational point. Then we have

ecodim(OX∞,α) ≤ ordα(Fittd(ΩX/k))

where d = dimαη (X). In particular:

1. If X is a variety then ecodim(OX∞,α) ≤ ordα(JacX).

2. If αη ∈ Xsm and X0 ⊂ X is the irreducible component containing αη, then
ecodim(OX∞,α) ≤ ordα(JacX0) <∞.

103



Proof. First note that it suffices to prove the theorem when αη ∈ Xsm, as oth-
erwise the right hand side of the stated inequality is infinite and the statement
is trivial. Let us therefore assume that αη ∈ Xsm.

For every r, let Jr := Fittr(ΩX/k) ⊂ OX . On the one hand, for every finite
n we have by Lemma 3.2.10 that

edim(OXn,αn) = (n+ 1)dn − dim({αn}) + ordα(Jdn),

where dn = d(αn,ΩX/k) is the Betti number of ΩX/k with respect to αn (see

Section 3.2.2) and {αn} the closure of αn in Xn. On the other hand, since α is
not in an irreducible component of X∞ that is fully contained in (Sing(X))∞,
we have

dim(OXn,αn) ≥ (n+ 1)d− dim({αn})

for all finite n. Since for all n large enough we have dn = d, we deduce by
Proposition 2.5.2 that ecodim(OXn,αn) ≤ ordα(Jd) for all n� 1. We conclude
by Theorem 3.3.3 that ecodim(OX∞,α) ≤ ordα(Jd), as stated.

Regarding the last two assertions of the theorem, (1) follows by the fact
that if X is a variety then, by definition, JacX = Fittd(ΩX/k). As for (2),

if αη ∈ Xsm then by Lemma 3.3.6 we have ÔX∞,α ' ÔX0
∞,α

, and hence we
can apply (1) to X0; note also that in this case we have α ∈ X0

sm and hence
ordα(JacX0) <∞.

We include a proof of the following property, which is well known to experts
and is remarked in [Dri02].

Lemma 3.3.6. Let X be a scheme of finite type over a field k and α ∈ X∞ an
arc with αη ∈ Xsm. Let X0 ⊂ X be the irreducible component containing αη.

Then ÔX∞,α ' ÔX0
∞,α

.

Proof. We may assume that X = Spec(R) is affine. By abuse of notation
we write α for the map R → A[[t]]. Let a := ker(α). If (0) =

∏
i qi ⊂ R

is a primary decomposition with q0 the minimal prime defining X0, then the
condition αη ∈ X0 translates to q0 ⊂ a and qi 6⊂ a for i 6= 0. Let A be a test-
ring, i.e., A is local with maximal ideal m, residue field K equal to the residue
field of α ∈ X∞, and mn = 0 for some n ∈ N. Let α′ be any A-deformation of
α, that is, given by a map R → A[[t]]. To prove the lemma, it suffices to show
that a′ := ker(α′) ⊃ q0. We have the commutative diagram

R
α′ //

γ′ !!

A[[t]] //

��

L[[t]]

��

A((t)) // L((t))

where A((t)) denotes the localization of A[[t]] at the ideal m. Since A[[t]]→ A((t))
is injective, we have a′ = ker(γ′). Let f ∈ q0. Take any fi ∈ qi \ a for i 6= 0.
Then g := f

∏
i fi ∈ a′. Since γ′(fi) 6= 0 modulo m, we have that γ′(fi) is a

unit. Thus 0 = γ′(g) = γ′(f)u where u is a unit, and in particular f ∈ a′.

Theorem 3.3.7. Let X be a scheme of finite type over a perfect field k. For
α ∈ X∞ such that αη ∈ X \Xsm, we have ecodim(OX∞,α) =∞.
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Proof. Note that since k is perfect we have X\Xsm = Sing(X), and in particular
the condition that αη ∈ X \Xsm is equivalent to having α ∈ (Sing(X))∞.

For every n ∈ N, let πn : X∞ → Xn be the truncation morphism, and let
αn := πn(α) ∈ Xn. Note that for n = 0 this notation is consistent with the one
already introduced for α0. Let L and Ln denote the residue fields of X∞ and α
and of Xn at αn. By Lemma 3.2.11 (see also Remark 3.2.9), for all n sufficiently
large the cotangent map

(Tαπn)∗ : mαn/m
2
αn ⊗Ln L→ mα/m

2
α

has rank at least (n+ 1)d(α)− dim({αn}), where

d(α) := dimk(α(η))(ΩX/k ⊗ k(α(η))).

Then, by Proposition 2.5.7, we have

ecodim(OX∞,α) ≥ (n+ 1)d(α)− trdegk(Ln)− dim
(
O
πn(X∞),αn

)
= (n+ 1)d(α)− dimαn(πn(X∞))

where πn(X∞) denotes the Zariski closure of πn(X∞) in Xn.
Since X is of finite type, X∞ has finitely many irreducible components (see

Corollary 3.1.17).This implies that for n sufficiently large we have

dimαn(πn(X∞)) = max
C3α

dim(πn(C))

where the maximum is taken over the irreducible components C of X∞ that
contain α.

Let C be one of the irreducible components of X∞ containing α, let β ∈ C be
its generic point, and let Z ⊂ X be the closure of βη in X. From Lemma 3.2.12
we have

dim(πn(C)) ≤ (n+ 1) dim(Z) ≤ (n+ 1) dimα0(X).

Since αη ∈ Sing(X), we see by the definition of d(α) that d(α) > dimα0
(X),

and therefore

lim
n→∞

(
(n+ 1)d(α)− dim(πn(C))

)
≥ lim
n→∞

(n+ 1)
(
d(α)− dimα0

(X)
)

=∞.

We conclude that ecodim(OX∞,α) =∞, as claimed.

Corollary 3.3.8. Let X be a scheme of finite type over a field k and α ∈ X∞.
Assume that either k has characteristic zero, or α ∈ X∞(k). Then we have
αη ∈ Xsm if and only if ecodim(OX∞,α) <∞.

Proof. If k has characteristic zero, then the corollary follows by Theorems 3.3.5
and 3.3.7.

Let then k be any field, and assume that α ∈ X∞(k). For a field extension
k ⊂ k′, we denote X ′ := X ×Spec(k) Spec(k′) and let α′ : Spec(k′[[t]]) → X ′ be
the arc obtained by base change from α. Since a point of X is in the smooth
locus if and only if it is geometrically regular, we can find a field extension
k ⊂ k′ such that α′ is not a regular point of X ′. By faithfully flat descent of
regularity, we can replace k′ with a larger field extension and assume without
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loss of generality that k′ is perfect. Note that X ′∞
∼= X∞×Spec(k) Spec(k′), and

hence OX′∞,α′ ' OX∞,α ⊗k k
′. Then, by Proposition 2.5.10, we have

ecodim(OX′∞,α′) = ecodim(OX∞,α).

This reduces to the case of perfect fields, where the result follows from again by
Theorems 3.3.5 and 3.3.7.

3.4 On the Drinfeld–Grinberg–Kazhdan theorem

Theorem 3.3.5 can be seen as a finiteness statement for singularities of the arc
space at arcs that are not fully contained in the singular locus. One of the
first major results in this direction is the theorem of Drinfeld, Grinberg, and
Kazhdan, which we will state below in its version in [Dri02]. Recall that for any
equicharacteristic local ring (A,m, k) a DGK decomposition is an isomorphism

Â ' k[[ti | i ∈ I]]/a, where a is an ideal of finite polynomial definition.

Theorem 3.4.1 ([GK00, Theorem 2.1], [Dri02, Theorem 0.1]). Let X be a
scheme of finite type over a field k, and let α ∈ X∞(k). If αη ∈ Xsm, then the
local ring OX∞,α admits a DGK decomposition.

As mentioned in Remark 1.6.3, any DGK decomposition of OX∞,α induces
an isomorphism of formal schemes

(̂X∞)α
∼= Ẑz ×∆N,

with Z a scheme of finite type over k, z ∈ Z(k) and ∆ = Spf(k[[t]]). As in

Definition 2.3.10, we call the formal scheme Ẑz a formal model for α. If there
exists a formal model for X, then, by the results on cancellation in Section 2.3.2,
there also exists a minimal formal model Ẑz, unique up to isomorphism, which
has no smooth factors, that is, it is not of the form Y×∆. We denote a minimal
formal model for α by Zmin

α .
We shall remark here that the formal model provided by Theorem 3.4.1 is

not minimal in general, as we will see in Section 3.5. While we will not provide a
full proof of Theorem 3.4.1 here, at the end of this section we will briefly mention
how the Weierstrass preparation theorem is used as an essential ingredient in
the proof.

Combining Theorem 3.4.1 with the results of Section 3.3, we obtain the
following characterization of k-rational arcs admitting a DGK decomposition.
The result also gives an explicit bound for the embedding codimension; we
should stress that such bound does not follow from the proofs in [GK00; Dri02;
Dri18].

Theorem 3.4.2. Let X be a scheme of finite type over a field k. For any
α ∈ X∞(k), the following are equivalent:

1. αη ∈ Xsm.

2. OX∞,α admits a DGK decomposition.

3. OX∞,α admits a weak DGK decomposition.
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4. ecodim(OX∞,α) <∞.

Moreover, if k is perfect and αη ∈ Xsm, then

ecodim(OX∞,α) ≤ ordα(JacX0)

where X0 ⊂ X is the irreducible component containing αη.

Proof. The implication (1) ⇒ (2) is Theorem 3.4.1, the implication (2) ⇒ (3)
is obvious, the implication (3) ⇒ (4) follows from Corollary 1.6.10, and finally
Corollary 3.3.8 gives the implication (4)⇒ (1). The last statement follows from
Theorem 3.3.5.

Example 3.4.3. Let X be the hypersurface defined by x0xn+1+f(x1, . . . , xn) = 0
and α ∈ X(k) the arc given by (t, 0, . . . , 0) ∈ k[[t]]n+2. Assume further that the
hypersurface H ⊂ An given by f(x1, . . . , xn) = 0 has a singularity at 0. Then,
as shown in [Dri02], a DGK decomposition for OX∞,α is given by

ÔX∞,α ' k[[x1, . . . , xn]]/f(x1, . . . , xn) ⊗̂ k k[[ti | i ∈ N]].

The singularity of α is thus again given by H and ecodim(OX∞,α) = 1. On the
other hand, the order of α with respect to the Jacobian ideal JacX is 1, hence
the bound in Theorem 3.4.2 is sharp in this case.

Example 3.4.4. Similarly as in the previous example, let X be the hypersurface
defined by x0xn+1 +f(x1, . . . , xn) = 0 where f is a polynomial of multiplicity 2,
and take this time α ∈ X∞(k) to be the arc given by (tm, 0, . . . , 0) ∈ k[[t]]n+2.
Denoting by g(j) the j-th higher derivative of an element g ∈ k[x0, . . . , xn+1]
and setting for short I = {0, 1, . . . , n + 1} and J = Z≥0, X∞ is defined by the

ideal a = ((x0xn+1 + f)(j) | j ∈ J) of P := k[x
(j)
i | (i, j) ∈ I × J ]. Let m ⊂ P

be the maximal ideal at α. Since x
(m)
0 is a unit in the local ring Pm, we see

that the ideal in(aPm) is generated by the elements x
(j)
n+1 for j ∈ J , and in(f (l))

for 0 ≤ l ≤ m − 1. As long as f is chosen so that in(f (l)), for 0 ≤ l ≤ m − 1,
form a regular sequence (e.g., f = x1x2 would work), we get that OX∞,α has
embedding codimension m. Since clearly the order of α with respect to JacX
is also m, this shows that the bound in Theorem 3.4.2 is sharp for all possible
orders of the arc with the Jacobian ideal of X.

Let us mention here the following consequence of Theorem 3.4.2, which im-
plies that the local rings of closed arcs in the arc space provide plenty of ex-
amples of non-Noetherian rings for which their embedding codimension agrees
with their formal embedding codimension.

Corollary 3.4.5. If X is a scheme of finite type over a field k, then

ecodim(OX∞,α) = fcodim(OX∞,α)

for every α ∈ X∞(k). If k is perfect, then the same holds for all constructible
points α ∈ X∞ with αη ∈ Xsm.

Proof. Assume first that α ∈ X∞(k). If αη ∈ Xsm then the equality follows
by Theorem 3.4.1 and Proposition 2.5.17. If αη ∈ X \ Xsm, then we have
ecodim(OX∞,α) = ∞ by Corollary 3.3.8, and we conclude by Theorem 2.5.19.
Suppose now that α ∈ X∞ is a constructible point with αη ∈ Xsm. By The-
orem 3.2.13, OX∞,α has finite embedding dimension, and hence the assertion
follows by Corollary 2.5.16.
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We now state the following application of Theorems 3.3.1 and 3.4.1, which
says that a generic projection of the base scheme induces an efficient DGK
decomposition at an arc that is not contained in the singular locus. The proof
relies on Theorem 3.4.7, which we will prove afterwards.

Theorem 3.4.6. Let X ⊂ AN be an affine scheme of finite type over a perfect
field k, α ∈ X∞(k) with αη ∈ Xsm and d = dimαη (X). Let f : X → Y := Ad be
the map induced by a general linear projection AN → Ad, and let β := f∞(α).
Then the associated map

ϕ : OY∞,β → OX∞,α,

gives an efficient formal embedding of OX∞,α. Moreover, if k is infinite, then

there exist formal coordinates ui ∈ ÔY∞,β, i ∈ N, such that ker(ϕ̂) is generated
by finitely many polynomials in ui, hence ϕ̂ induces an efficient DGK decompo-
sition.

Proof. The first part follows from Theorem 3.3.1 together with the fact that
OY∞,β is formally smooth over k. Regarding the second assertion, we know by
Theorem 3.4.1 that the map ϕ induces a surjection

ψ : ÔY∞,β → ÔZ,z ⊗̂ kk[[ti | i ∈ N]]

with Z a scheme of finite type over k and z ∈ Z(k). If Z is smooth at z then
there is nothing to show. Otherwise, by Theorem 3.4.7, we may assume that
Z ⊂ An, where n = edim(OZ,z). Since ψ induces an isomorphism of continuous
cotangent spaces the statement follows from Theorem 1.3.17.

The following result is well-known in the case of complex varieties (see for ex-
ample [BK84, Theorem 3]) and we provide an extension of the proof to arbitrary
fields of infinite cardinality.

Theorem 3.4.7. Let X be a scheme of finite type over an infinite field k and
x ∈ X(k). If edim(X,x) = d and X is not smooth at x, then there exists a
closed subscheme Y ⊂ Adk, a point y ∈ Y (k), and an isomorphism

OY,y ' OX,x.

Proof. We may assume that X is projective and embedded in Pn for some n > d.
Denote by k̄ the algebraic closure of k and write X̄ := X ×k Spec(k̄) and x̄ for
the k̄-point on X̄ corresponding to x. As OX̄,x̄ is not a regular ring, we have

dimx̄(X̄) < edim(X̄, x̄) = edim(X,x) = d.

Suppose we can find a linear projection π : Pn → Pd defined over k such that,
if Ȳ denotes the scheme-theoretic image of X̄ under π and ȳ = π(x̄), then the
induced map OȲ ,ȳ → OX̄,x̄ is an isomorphism. Since Ȳ = Y ×k Spec(k̄), where
Y is the scheme-theoretic image of X under the linear projection centered at x,
we obtain a map OY,y → OX,x whose base change to k̄ gives the map above.
Thus, by faithfully flat descent, we get that OY,y ' OX,x.

Now, in order to prove the claim, let T̄ ⊂ Pn
k̄

be the unique linear space

passing through x̄ whose tangent space at x̄ agrees with that of X̄. Furthermore,
let S̄ be the closure of the set of all lines connecting z̄ with x̄, where z̄ ∈ X̄,
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z̄ 6= x̄. Note that dim(S̄) = dim(X̄) + 1 ≤ d. Consider now the closure Z̄ of the
set X̄∪T̄ ∪S̄, equipped with its reduced scheme structure. Since dim(S̄) ≤ d the
set of all linear spaces L̄ with L̄∩Z̄ = ∅ is open inside Gr(n−d−1, n)×kSpec(k̄).
The preimage of this set in Gr(n−d−1, n) is a nonempty open set, and since k is
infinite, it has a k-rational point, which we denote by L. Hence we have that the
corresponding projection πL : Pn → Pd, defined over k, satisfies π−1

L̄
(ȳ) ∩ X̄ =

{x̄} set theoretically, where ȳ corresponds to the k-point y := πL(x). Writing
Ȳ := πL̄(X̄) we get that the map of local rings OȲ ,ȳ → OX̄,x̄ is injective and
finite. Since L̄ ∩ T̄ = ∅ the tangent spaces of x̄ and ȳ are isomorphic and thus
mȳOX̄,x̄ = mx̄. The claim now follows from the Nakayama lemma.

Let us conclude this section with next an example that illustrates in concrete
terms the content of Theorem 3.4.6 when X is a hypersurface in an affine space.
In this case the existence of the efficient formal embedding as in theorem can
be verified directly from the equations.

Example 3.4.8. Let f ∈ k[x1, . . . , xn, y] and X be the hypersurface defined by f .
For the sake of convenience, we will write x = (x1, . . . , xn). Let α = (x(t), y(t))
be an arc on X such that ordα(JacX) = ordt(

∂f
∂y (x(t), y(t))) = d > 0. We write

x(t) =
∑
j a

(j)tj and y(t) =
∑
j b

(j)tj ; note that a(j) = (a
(j)
1 , . . . , a

(j)
n ). Let

D = (Dp)p≥0 be the universal Hasse–Schmidt derivation on k[x(j), y(j) | j ≥ 0],

where x(j) = (x
(j)
1 , . . . , x

(j)
n ). Then X∞ = Spec(R∞), where

R∞ = k[x(j), y(j) | j ≥ 0]/(f (p) | p ≥ 0),

with f (p) := Dp(f). Note that f (p) depends only on x(j), y(j) for j ≤ p. The
arc α then corresponds to the ideal mα of R∞ given by

mα = (x(j) − a(j), y(j) − b(j) | j ≥ 0).

Setting f̃ (p)(x(j), y(j)) := f (p)(x(j) + a(j), y(j) + b(j)), we get that

OX∞,α ' k[x(j), y(j)](x(j),y(j))/(f̃
(p)).

We are going to make use of the following explicit formula from [dFD20, Sec-
tion 5]:

∂f (p)

∂y(q)
= Dp−q

(
∂f

∂y

)
, q ≤ p.

The condition ordt(
∂f
∂y (x(t), y(t))) = d implies that, for p ≥ d,

∂f̃ (p)

∂y(q)
(0, 0) =

∂f (p)

∂y(q)
(a, b) = Dp−q

(
∂f

∂y

)
(a, b)

{
= 0, p− d < q ≤ p
6= 0, q = p− d.

Now the above implies that the initial forms of f (p), for p ≥ d, can be written
as

in(f̃ (d+i)) = y(i) + g(d+i)

where g(d) ∈ k[x(j) | j ≤ d] and, for i > 0, g(d+i) ∈ k[x(j), y(l) | j ≤ d+ i, l < i].

In particular, the elements x(j) and f̃ (d+j), for j ≥ 0, give formal coordinates
in k[[x(j), z(j) | j ≥ 0]], hence the map

ϕ : k[[x(j), z(j) | j ≥ 0]]→ k[[x(j), y(j) | j ≥ 0]], x(j) 7→ x(j), z(j) 7→ f̃ (j+d)

109



is an isomorphism. Write hi := ϕ−1(f (i)) and a := (h̄0, . . . , h̄d−1), where h̄i is
obtained from hi by setting z(j) = 0 for all j ≥ 0. Then we get that

ÔX∞,α ' k[[x(j) | j ≥ 0]]/â.

Observe that the map k[[x(j) | j ≥ 0]] → ÔX∞,α is the efficient formal embed-
ding from Theorem 3.4.6 with respect to the projection (x, y) 7→ x. However,
this isomorphism does not induce a priori a DGK decomposition a priori since
the ideal â is not necessarily of finite polynomial definition with respect to the
variables x(j).

3.4.1 On Weierstrass preparation

Let us elaborate a bit on the proof of the Drinfeld–Grinberg–Kazhdan theorem
and in particular, the use of Weierstrass preparation therein. First we recall the
statement of Weierstrass preparation which we proved in Section 1.2.

Theorem 3.4.9 (Corollary 1.2.29). Let (A,m) be strongly admissible. Let f ∈
A[[t]] with ordt(f̄) = s < 0, where f̄ is obtained from f by taking all coefficients
module m. Then there exists a unique u ∈ A[[t]]∗ and a unique Weierstrass
polynomial q ∈ A[t] of degree s such that f = uq.

Recall that a Weierstrass polynomial of degree s was a monic polynomial
q of degree s in A[t] such that q̄ = ts. The assumption that A is complete is
crucial here: consider the polynomial f = t2 + t+x in k[x][[t]]. The Weierstrass
factorization of f in k[[x, t]] is given by (t − α1)(t − α2), where α1 and α2 are
the roots of f in k[[x]].

In fact, the fact that A is required to be complete for Weierstrass factoriza-
tion to hold is one of the reasons why the Drinfeld-Grinberg-Kazhdan theorem
does not extend beyond the formal neighborhood. We would like to demonstrate
this via the slightly rephrased proof Drinfeld gave in [Dri18]. The key result (of
which we will not give a proof) is the following proposition:

Proposition 3.4.10 ([Dri18, Proposition 3.1.2]). Let X be a complete intersec-
tion in An+m

k and ∆X the subscheme given by the vanishing of an m×m-minor
Q of the Jacobian matrix of X. Then there exists a scheme Z representing the
following functor: to each k-algebra R we associate the set of pairs (q, γ), where
q ∈ R[t] is monic of degree N and γ ∈ limrX(R[t]/(qr)) such that the scheme-
theoretic preimage of ∆X in Spec(R[t]/(q2) equals Spec(R[t]/(q)). Moreover,
we have Z ' Y × AI , where Y is a scheme of finite type over k and AI the
affine space over some (typically infinite) set I.

In fact, the scheme Z is constructed as a limit of schemes Zr of finite type
such that, for r ≥ 3, the map Zr+1 → Zr is a trivial affine fibration. In fact, the
formal completion of the scheme Z2 will give the formal model defined in the
original proof in [Dri02]. We will investigate its structure further in Section 3.5.

For now, we want to derive Theorem 3.4.1 from the above proposition. As
described in [Dri18], we may assume that X is a complete intersection and the
non-degenerate arc α : Spec(k[[t]]) → X satisfies α−1(∆X) = Spec(k[t]/(tN )).
Setting q = tN we obtain z = (tN , α) ∈ Z(k). Let us first define a morphism

Ẑz → (̂X∞)α of formal neighborhoods. To that avail, let (A,m) be a test-ring
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and (tN + q̃, α̃) an A-deformation of z (see Corollary 1.1.36). In particular,
tN + q̃ is a monic polynomial of degree N such that q̃ ∈ m[t]. We make the
following observation:

Lemma 3.4.11. Let (A,m) be a test ring and q ∈ A[t] a monic polynomial of
degree N such that q ≡ tN modulo m. Then the (q)-adic topology on A[[t]] is
equivalent to the (t)-adic one.

Proof. Write q = tN + q̃ with q̃ ∈ m[t]<N . By assumption there exists c > 0 such
that mc = 0. Thus t divides qc. On the other hand, considering the expansion

1

1 + q̃
tN

= 1 +
q̃

tN
+ . . .+

(
q̃

tN

)c−1

gives an element u ∈ A[[t]] such that qu = tNc.

In fact, in [Ngo17] a strict Weierstrass factorization of f ∈ R[[t]] (with R an
arbitrary ring) was defined to be a Weierstrass factorization f = uq with the
additional property that q divides a power of t. This distinction was made to
study such factorizations over non-complete rings, with the overarching goal of
proving a more global variant of the Drinfeld–Grinberg–Kazhdan theorem. We
refer the reader to [Ngo17] for more details.

Coming back to our proof, by the above lemma we see that the element
α̃ ∈ limrX(A[t]/(qr)) gives rise to a morphism Spec(A[[t]])→ X which is easily
seen to be a deformation of α. On the other hand, given a deformation α̃ :
Spec(A[[t]])→ X let q′ = α̃∗(Q) ∈ A[[t]]. By assumption q′ ≡ tN modulo m and
thus we can apply Weierstrass preparation to find a Weierstrass factorization
q′ = qu. Then the pair (q, ã) defines a deformation of z in Z. The two assigments
are easily seen to be inverse to each other. Thus Theorem 3.4.1 follows from the
second assertion of the proposition.

One fact that deserves to be highlighted is that the isomorphism of formal
neighborhoods constructed above (which is essentially the same as the one given
in [Dri02]) does not arise as the completion of a morphism of schemes in either
direction, since neither Weierstrass preparation nor Lemma 3.4.11 hold for more
general rings. We will contrast this in the next section with the formal embed-
ding obtained by considering a general linear projection as in Theorem 3.3.1
and Theorem 3.4.6.

3.5 Efficient embeddings of the formal model

Our aim this section is to compare the formal embedding given by Theorem 3.4.6
to the one provided by the Drinfeld–Grinberg–Kazhdan theorem, with the pre-
cise statement given as Theorem 3.5.2. We first need to recall the construction
of the Drinfeld models.

Let X ⊂ AN be an affine scheme of finite type over a field k, consider a
k-rational arc α ∈ X∞(k) such that αη ∈ Xsm, and let d := dimαη (X) and
c := N −d. Let X0 be the irreducible component of X containing αη (note that
d = dimX0), and let X ′ ⊃ X0 be the complete intersection scheme defined by
the vanishing of c general linear combinations p1, . . . , pc of a set of generators
of the ideal of X0 in AN . As explained in [Dri02], the respective inclusions
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induce isomorphisms ÔX∞,α ' ÔX0
∞,α
' ÔX′∞,α (detailed proofs are given in

Lemma 3.3.6 and [BS17b, Section 4.2]). Pick coordinates x1, . . . , xd, y1, . . . , yc
in the ambient affine space AN . For a general choice of such coordinates, we
can assume that

ordα

(
det

(
∂(p1, . . . , pc)

∂(y1, . . . , yc)

))
= ordα(JacX′) = ordα(JacX0) =: e <∞.

Drinfeld defines a specific formal model for ÔX∞,α depending only on the
choices of the coordinates xi, yj , the equations pl, and the order of contact e.
Concretely, consider the affine space Am where m = e(1+2d+c). We denote by
R[t]<n the space of polynomials of degree < n with coefficients in R. Denoting
by Qn the scheme representing the functor R 7→ tn + R[t]<n, the space of
monic polynomials of degree n with coefficients in R, we identify Am with the
product Qe×Ad2e−1×Ace−1. Under this identification, a k-rational point of Am
corresponds to a triple

(q(t), x̄(t), ȳ(t)) ∈ (te + k[t]<e)× (k[t]<2e)
d × (k[t]<e)

c.

In particular, coordinates in Am take the form q(n), x̄
(n)
i , ȳ

(n)
j . Consider the

conditions

p1(x̄(t), ȳ(t)) ≡ · · · ≡ pc(x̄(t), ȳ(t)) ≡ 0 mod q(t),

det

(
∂(p1, . . . , pc)

∂(y1, . . . , yc)
(x̄(t), ȳ(t))

)
≡ 0 mod q(t),

adj

(
∂(p1, . . . , pc)

∂(y1, . . . , yc)
(x̄(t), ȳ(t))

)p1(x̄(t), ȳ(t))
...

pc(x̄(t), ȳ(t))

 ≡

0
...
0

 mod q(t)2.

(3.5a)
Here adj(B) denotes the classical adjoint of a matrix B. As explained in [Dri02]
and [BS17b, Sections 3.3 and 3.4], the conditions in (3.5a) are polynomial in the
coefficients of q(t), x̄(t), ȳ(t), and therefore they define a finite type subscheme
Z ⊂ Am.

Write the arc α in the coordinates (x, y) of AN as α = (a(t), b(t)) where
a(t) ∈ k[[t]]d and b(t) ∈ k[[t]]c. To α we associate the point z = (te, ā(t), b̄(t)) ∈
Z given by

ā(t) ≡ a(t) mod t2e, b̄(t) ≡ b(t) mod te. (3.5b)

It is shown in [Dri02] that Ẑz gives a (finite-dimensional) formal model for α,
that is,

(̂X∞)α ' Ẑz ×∆N. (3.5c)

The isomorphism in (3.5c) can be expressed somewhat explicitly in coordi-
nates. We identify Ad∞ with an infinite-dimensional affine space AN, and we
use the notation ξ(t) for points in AN. Hence coordinates in AN take the form

ξ
(n)
i , with 1 ≤ i ≤ d and n ≥ 0. The disk ∆N appearing in (3.5c) is the formal

neighborhood of c(t) in AN, where c(t) := t−2e(a(t))≥2e is the truncation of
a(t) to degrees ≥ 2e divided by t2e. Summarizing, we have described coordi-

nates (x(t), y(t)) in (̂X∞)α and coordinates (q(t), x̄(t), ȳ(t), ξ(t)) in Ẑz×∆N. As
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explained in [Dri02], the isomorphism in (3.5c) gives the relation

x(t) = q(t)2ξ(t) + x̄(t),

and we have

x̄(t) ≡ x(t) mod q(t)2, ȳ(t) ≡ y(t) mod q(t). (3.5d)

We emphasize that these relations only hold at the level of formal neighbor-
hoods.

Notice that the point z ∈ Z depends on the arc α, but the scheme Z only de-
pends on the choices of the coordinates xi, yj , the equations pl, and the order of
contact e. The choice of coordinates xi, yj also determines the linear projection
AN → Ad given by (x, y) 7→ x, and hence the induced map f : X → Ad.

Definition 3.5.1. With the above notation, we say that (Z, z) is a Drinfeld
model of X∞ at α, and that it is compatible with f .

We are now ready to state and prove our comparison theorem.

Theorem 3.5.2. Let X ⊂ AN be an affine scheme of finite type over a perfect
field k, let α ∈ X∞(k) with αη ∈ Xsm, and let d := dimαη (X). Let f : X →
Y := Ad be induced by a general linear projection AN → Ad and β := f∞(α).

Let (Z, z) be a Drinfeld model compatible with f , and let (̂X∞)α ' Ẑz ×∆N be
the corresponding DGK decomposition.

1. The composition map

Ẑz ×∆N ∼−→ (̂X∞)α ↪→ (̂Y∞)β

is the completion of a morphism g : Z × AN → Y∞.

2. If X0 ⊂ X is the irreducible component of containing αη and we set e :=
ordα(JacX0), then the composition map

Ẑz ↪→ Ẑz ×∆N ∼−→ (̂X∞)α ↪→ (̂Y∞)β � ̂(Y2e−1)β2e−1

is an efficient formal embedding. Moreover, at the level of associated
graded rings, we have that

gr(OZ,z) = Im(gr(OY2e−1,β2e−1)→ gr(OX∞,α)).

Proof. We use the notation introduced at the beginning of the section. In
particular: we have coordinates (x, y) in AN such that the projection AN → Y
is given by (x, y) 7→ x; we write α = (a(t), b(t)), so β = f∞(α) = a(t); we
have a space Am with coordinates (q(t), x̄(t), ȳ(t)), and Z ⊂ Am is defined by
the conditions in (3.5a); the point z ∈ Z is given by z = (te, ā(x), b̄(x)) as in

(3.5b); the formal scheme Ẑz×̂∆N is contained in the completion of Am × AN

at (z, c(t)) where c(t) = t−2e(a(t))≥2e, and the coordinates in this affine space
have the form (q(t), x̄(t), ȳ(t), ξ(t)).

We define a map Am × AN → Y∞ via

(q(t), x̄(t), ȳ(t), ξ(t)) 7→ q(t)2ξ(t) + x̄(t),
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and we let g : Z × AN → Y∞ be the restriction. It is clear from the discussion
surrounding (3.5d) that the completion of g gives the composition of Ẑz×∆N ∼−→
(̂X∞)α ↪→ (̂Y∞)β , and the first statement of the theorem follows.

We compute the tangent map of g explicitly. With a small abuse of nota-
tion where coordinates of elements and coordinate functions are written in the
same way, we denote a tangent vector on Z × AN based at a point (z, c(t)) =
(te, ā(t), b̄(t), c(t)) by

( te + dq(t)ε, x̄(t) + dx̄(t)ε, ȳ(t) + dȳ(t)ε, c(t) + dξ(t)ε )

where dq(t) ∈ k[t]<e, dx̄(t) ∈ (k[t]<2e)
d, dȳ(t) ∈ (k[t]<e)

c, dξ(t) ∈ k[t]d, and
ε2 = 0. The image of such a tangent vector under g is given by(

te + dq(t)ε
)2(

c(t) + dξ(t)ε
)

+
(
x̄(t) + dx̄(t)ε

)
=
(
t2ec(t) + x̄(t)

)
+
(
dx̄(t) + dξ(t)t2e + 2c(t)dq(t)te

)
ε

= a(t) +
(
dx̄(t) + dξ(t)t2e + 2c(t)dq(t)te

)
ε.

In other words, the tangent map of g at (z, c(t)) is given by

dx(t) = dx̄(t) + dξ(t)t2e + 2c(t)dq(t)te,

or, in coordinates (recall that c(t) = t−2e(a(t))≥2e), by

dx
(n)
i =


dx̄

(n)
i if n < e,

dx̄
(n)
i + 2

∑
k+l=n−e a

(k+2e)
i dq(l) if e ≤ n < 2e,

dξ
(n−2e)
i + 2

∑
k+l=n−e a

(k+2e)
i dq(l) if n ≥ 2e.

From this we see that g induces a surjective map between associated graded
rings

ϕ : k
[
dx

(n)
i

∣∣∣ n∈N
1≤i≤d

]
' gr(OY∞,β) −→ gr(OZ,z)⊗k k

[
dξ

(m)
i

∣∣∣ m∈N1≤i≤d

]
.

We have a commutative diagram

k
[
dx

(n)
i

∣∣∣ n∈N
1≤i≤d

]
ϕ

// gr(OZ,z)⊗k k
[
dξ

(m)
i

∣∣∣ m∈N1≤i≤d

]
λ

��

k
[
dx

(n)
i

∣∣∣ n<2e
1≤i≤d

]
⊗k k

[
dx

(n)
i

∣∣∣ n≥2e
1≤i≤d

]
ψ⊗kµ // gr(OZ,z)⊗k k

[
dξ

(m)
i

∣∣∣ m∈N1≤i≤d

]
where λ is the gr(OZ,z)-linear map given by

dξ
(m)
i 7→ dξ

(m)
i − 2

∑
k+l=m−e

a
(k+2e)
i dq(l),

µ is given by dx
(n)
i 7→ dξ

(n−2e)
i for n ≥ 2e, and ψ agrees with the map

gr(OY2e−1,β2e−1
)→ gr(OZ,z) induced by the composition

Z → Z × {c(t)} ↪→ Z × AN → Y∞ → Y2e−1,
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which is given by

(x̄(t), ȳ(t), q(t)) 7→ x̄(t) + t−2e(a(t))≥2e q(t)
2 mod t2e.

The map λ is invertible and, by Theorem 3.3.1, the map ϕ is surjective, thus
ψ is surjective as well. This implies that

gr(OZ,z) = Im(gr(OY2e−1,β2e−1)→ gr(OX∞,α)),

and hence the last assertion follows. For the first part of (2), the fact that ψ is

surjective implies that the map induced on completions ̂OY2e−1,β2e−1
→ ÔZ,z is

surjective as well. The fact that this is an efficient embedding follows from the
injectivity of the corresponding tangent map.

3.6 Applications to birational geometry

In this section we want to mention some applications of the results established
in the previous sections, in particular the characterization obtained in Theo-
rem 3.4.2, to birational geometry. Jet and arc spaces have been used to obtain
results on various invariants related to the log-canonical threshold, see for exam-
ple [Mus02] and [Ish13]. An in-depth treatment of the study of such invariants
and their applications would be beyond the scope of this thesis; we will instead
provide the reader with references where appropriate.

Throughout this section, let X be a variety over a field k of characteristic
zero. Given a prime divisor E on a normal birational model f : Y → X, we define
the Mather discrepancy k̂E := ordE(Jacf ) and the Mather–Jacobian discrepancy

(or simply Jacobian discrepancy) kMJ
E := k̂E − ordE(JacX) of E over X. Note

that these definitions only depend on the valuation ordE defined by E and not by
the particular model chosen. The definition extends to any divisorial valuation
v = q ordE , where q is a positive integer, by setting k̂v := qk̂E and kMJ

v := qkMJ
E .

When X is smooth, both discrepancies agree with the usual discrepancy of E
overX. We say thatX is MJ-terminal if kMJ

E > 0 whenever E is exceptional over
X. As proved in [Ish13; dFD14], this condition is equivalent to the condition
that if X ⊂ Y is a closed embedding with Y smooth and c = codim(X,Y ),
then for any closed subset T ( X the pair (Y, cX) has minimal log discrepancy
mldT (Y, cX) > 1. We refer to [dFEI08; Ish13; dFD14; EI15] for general studies
related to these invariants.

In [dFD20], Theorem 3.2.7 was used to obtain the following result which pro-
vides a formula for the Mather discrepancy in terms of the embedding dimension
of the arc space:

Theorem 3.6.1 ([dFD20, Theorem 11.4]). Let X be a reduced scheme of finite
type over a perfect field k. For every divisorial valuation q ordE on X there
exists a unique maximal divisorial arc α ∈ X∞ with ordα = q ordE. Moreover:

edim(OX∞,α) = q(k̂E + 1).

This theorem, together with the results of Section 3.3, yields a new proof of
the following theorem of Mourtada and Reguera.
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Theorem 3.6.2 ([MR18, Theorem 4.1]). With the above notation, let α ∈ X∞
be the maximal arc defining a given divisorial valuation q ordE (i.e., such that

ordα = q ordE). Then dim(ÔX∞,α) ≥ q(kMJ
E + 1).

Proof. We have edim(OX∞,α) = q(k̂E+1) by Theorem 3.6.1, and Theorem 3.3.5
gives us ecodim(OX∞,α) ≤ ordα(JacX). It follows then by Proposition 2.5.15
and Corollary 2.5.16 that

dim(ÔX∞,α) = edim(OX∞,α)− ecodim(OX∞,α) ≥ q(kMJ
E + 1).

Assume now that X is an affine toric variety. To fix notation, let T be an
algebraic k-torus, N := Homk(Gm, T ), M := HomZ(M,Z), σ ⊂ NR a rational
convex cone, and X := Spec k[σ∨ ∩M ]. Note that every v ∈ σ ∩ N defines a
T -invariant divisorial valuation on X.

In their recent article [BS19b], Bourqui and Sebag study DGK decomposi-
tions of X∞ at arcs that are not fully contained in the T -invariant divisor of X.
The focus is on the open set X◦∞ := X∞ \ (X \ T )∞. They prove that for any
α ∈ X◦∞, the local ring OX∞,α only depends on the associated valuation ordα,
and in particular so does the minimal formal model [BS19b, Corollary 3.3]. In
particular, if we set

X◦∞,v := {α ∈ X◦∞ | ordα = v},

then we can denote by Zmin
v the minimal formal model of X∞ at any arc α ∈

X◦∞,v.
The next theorem is one of the main results of [BS19b]. A similar, more

general property is proved for elements v satisfying a certain property called
Pv; we refer to the original source for the precise statement.

Theorem 3.6.3 ([BS19b, Corollary 6.4]). With the above notation, if v is in-
decomposable in σ ∩ N , then the associated minimal formal model Zmin

v has

dim(Zmin
v ) = 0 and edim(Zmin

v ) = k̂v.

Indecomposable elements v ∈ σ ∩N are characterized by the property that
their centers on any resolution of singularity of X are irreducible components
of codimension 1 of the exceptional locus, see [BS19b, Theorem 2.7]. In the
terminology of the Nash problem, these form a particular class of essential
valuations. By combining the above theorem with our results, we obtain the
following corollary.

Corollary 3.6.4. Let X = Spec k[σ∨ ∩M ] be an affine toric variety.

1. For any indecomposable element v ∈ σ ∩N , we have kMJ
v ≤ 0.

2. If X is singular and Q-factorial, then X is not MJ-terminal.

Proof. Part (1) follows immediately from Theorem 3.6.3 and Theorem 3.4.2, and
(2) follows from (1) and the observation that if X is singular and Q-factorial
then σ ∩ N necessarily contains an exceptional indecomposable element. This
is just because the exceptional locus of any resolution of singularity of a Q-
factorial variety has always pure codimension 1, and the set of essential (toric)
valuations is nonempty if X is singular.
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[DL99a] J. Denef and F. Loeser. “Germs of arcs on singular algebraic va-
rieties and motivic integration”. In: Invent. Math. 135.1 (1999),
pp. 201–232.

[DL99b] J. Denef and F. Loeser. “Motivic exponential integrals and a mo-
tivic Thom-Sebastiani theorem”. In: Duke Math. J. 99.2 (1999),
pp. 285–309.

[DP80] A. Dold and D. Puppe. “Duality, trace, and transfer”. In: Pro-
ceedings of the International Conference on Geometric Topology
(Warsaw, 1978). PWN, Warsaw, 1980, pp. 81–102.

[Dri02] V. Drinfeld. On the Grinberg–Kazhdan formal arc theorem. 2002.
arXiv: math/0203263 [math.AG].

[Dri18] V. Drinfeld. Grinberg–Kazhdan theorem and Newton groupoids. 2018.
arXiv: 1801.01046 [math.AG].
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Appendix

Abstract deutsch

Die vorliegende Dissertation beschäftigt sich vordergründig mit der Beschrei-
bung der lokalen Geometrie von Arc Spaces von algebraischen Varietäten. Für
eine positiv-dimensionale algebraische Varietät X ist deren Arc Space X∞ ein
nicht-Noethersches Schema von unendlicher Dimension, welches, grob gespro-
chen, Keime von formalen Kurven auf X parametrisiert. Die zugrundeliegenden
lokalen Ringe von X∞ und deren Vervollständigung sind Hauptgegenstand des
ersten Kapitels. Als Musterbeispiel sei hier der Ring der formalen Potenzreihen
in unendlich vielen Variablen genannt. Die im Noetherschen Fall verwendete
adische Topologie wird hier durch die sogenannte quasi-adische Topologie er-
setzt, und eine Erweiterung des klassischen Struktursatzes von Cohen bewiesen.
Da viele Resultate der klassischen kommutativen Algebra nur für Noether-
sche Ringe gelten, werden unter anderem die Flachheit der Vervollständigung,
das Konzept von Standardbasen sowie Endlichkeitseigenschaften von gewissen
Klassen von Idealen für diese allgemeinere Klasse von Ringen untersucht.

Im zweiten Kapitel ist das Hauptaugenmerk auf die Verwendung von Deriva-
tionen und Differentialen zur Beschreibung von Singularitäten gelegt. Dabei
werden zuerst höhere Derivationen von graduierten Ringen sowie Ribenboims
Begriff von höheren Derivationen von Moduln eingeführt. Via der symmetrischen
Algebra werden diese beiden Konzepte verglichen und als Konsequenz ein konzep-
tioneller Beweis der Formel von de Fernex und Docampo für die Differential-
garbe des Arc Space erhalten. Höher Derivationen werden auch für eine Verall-
gemeinerung des Zariski–Lipman–Nagata-Kriteriums für die Existenz von glat-
ten Faktoren der formalen Umgebung verwendet. Schlußendlich wird die Ein-
bettungskodimension als formal-lokale Invariante für Singularitäten von nicht-
Noetherschen Schemata auf zwei Arten definiert: einerseits via des assoziierten
graduierten Rings, andererseits über die Vervollständigung. Beide Varianten
verallgemeinern den klassischen Begriff der Einbettungskodimension (oder Reg-
ularitätsdefekts) von algebraischen Varietäten; es wird zudem bewiesen, dass
im Allgemeinen die formale Einbettungskodimension die graduierte von oben
beschränkt.

Das dritte Kapitel ist ganz der lokalen Geometrie von Arc Spaces gewid-
met. Aus der oben erwähnten Formel von de Fernex und Docampo für die
Differentialgarbe wird mittels des Zariski–Lipman–Nagata-Kriteriums gefolgert,
dass die formale Umgebung eines konstanten Arcs nur dann einen glatten Fak-
tor besitzt, falls dies für die formale Umgebung des Basispunktes gilt. Als
Hauptwerkzeug wird dann die Einbettungskodimension von Arcs verwendet;
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mittels generischen linearen Projektionen wird gezeigt, dass diese endlich ist,
wenn der Arc in einem glatten Punkt zentriert ist. In diesem Fall wird auch
eine explizite Schranke für die Einbettungskodimension bewiesen. Dies liefert
einerseits eine Charakterisierung von nicht-degenerierten Arcs mittels deren Ein-
bettungskodimension; und andererseits eine Einbettung des formalen Modells
wie im Satz von Drinfeld–Grinberg–Kazhdan in einen endlich-dimensionalen
Jet Space. Abschließend werden noch als Anwendung zwei Resultate für die
Mather–Jacobi-Diskrepanz von algebraischen Varietäten bewiesen.
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Abstract englisch

The main objective of this thesis is to describe the local geometry of arc spaces of
algebraic varieties. For a positive-dimensional algebraic variety X its arc space
X∞ is an infinite-dimensional scheme which, roughly speaking, parametrizes
germs of formal curves on X. The local rings of the scheme X∞ and their
completions are the main objects of interest in the first chapter, with the prime
example being the ring of infinite-variate formal power series over a field. Here
it is necessary to replace the usual adic topology with what we call the quasi-
adic topology, which will lead us to prove an extension of the Cohen strucure
theorem for complete local rings. As many results of classical commutative
algebra are usually only shown for Noetherian rings, several properties such
as flatness of completion, existence of standard bases and various finiteness
properties of ideals are investigated in this more general setting.

In the second chapter the main focus is put on the use of derivations and
differentials to describe the algebraic and formal structure of singularities. Both
higher derivations of graded rings and Ribenboim’s notion of higher derivations
of modules are introduced and compared using the symmetric algebra construc-
tion. As a particular consequence we obtain a conceptual proof of the formula
of de Fernex and Docampo on the sheaf of differentials of the arc space. Higher
derivations are also used in generalizing the Zariski–Lipman–Nagata criterion
on the existence of smooth factors of the formal neighborhood. Finally we
provide two extensions of the embedding codimension (or regularity defect) to
non-Noetherian schemes, one using the associated graded and one using the
formal completion. This provides a formal-local invariant which, heuristically
speaking, is measuring the size of singularities. We also prove that, in general,
the formal embedding codimension bounds its graded counterpart from above.

The third and final chapter is dedicated to the study of the local geome-
try of arc spaces. Using both the formula of de Fernex and Docampo and the
Zariski–Lipman–Nagata criterion we prove that the formal neighborhood of a
constant arc has a smooth factor if and only if the same is true for the formal
neighborhood of its base point. Then we make use of generic linear projections
to prove that the embedding codimension of an arc is finite if and only if the arc
is centered in a smooth point. In this case an explicit bound for the embedding
codimension is proven. On the one hand this gives a characterization of non-
degenerate arcs via their embedding codimension; on the other hand we obtain
an embedding of the formal model as in the Drinfeld–Grinberg–Kazhdan theo-
rem into a finite-dimensional jet space. To finish, we provide two applications
to the theory of Mather–Jacobi discrepancies of algebraic varieties.

125



Christopher Heng
Chiu
Curriculum Vitae

Fakultät für Mathematik
Universität Wien

Oskar-Morgenstern-Platz 1
H +43 664 1828869

B christopher.heng.chiu@univie.ac.at

Personal Information
Date of Birth April 11, 1990
Place of Birth Vienna, Austria

Nationality Austrian

Research Areas
Arc Spaces
Resolution of Singularities
Commutative Algebra

Languages
German (native), English (fluent), Spanish, French (basic knowledge)

Education
2015 – present PhD in Mathematics.

University of Vienna, Faculty of Mathematics, supervised by Prof. Herwig Hauser,
title of thesis project: “Local geometry of the space of arcs”

2012 – 2015 Master of Science in Mathematics.
University of Vienna, Faculty of Mathematics, under the supervision of Prof.
Herwig Hauser, graduated with distinction, title of master’s thesis: “Zariski Main
theorem”

2008 – 2012 Bachelor of Science in Mathematics.
University of Vienna, Faculty of Mathematics

Talks given
September 2019 “Embedding codimension of the space of arcs”, Seminar of Algebra, University

of Sevilla (Spain).
September 2018 “Formal power series in countably many variables”, Seminar of Algebra, Uni-

versity of Sevilla (Spain).



Conferences attended
December 2019 Arc schemes and algebraic group actions, Université de Paris (France).
September 2019 VDS Summer School 2019, Weissensee (Austria).

Juni 2019 Workshop on Nash Blow-up and Semple Tower, KU Leuven (Belgium).
September 2017 Journeés MIAS “More Invariants from Arc Spacs”, University of Versailles

(France).
September 2017 VDS Summer School 2017, Obergurgl (Austria).

June 2017 Commutative Algebra meeting Algebraic Geometry: A conference in honor of
Dorin Popescu’s 70th birthday, University of Bucharest (Romania).

November 2016 Arc schemes and singularities, University of Rennes I (France).
September 2016 VDS Summer School 2016, Obergurgl (Austria).

June 2016 GAeL XXIV, Nesin Matematik Köyü (Turkey).
April 2016 Young Researchers in Singularities, University of Nice-Sophia Antipolis (France).

August 2015 Differential and combinatorial aspects of singularities, TU Kaiserslautern (Ger-
many).

2015 Artin approximation and singularity theory (Chaire Jean-Morlet), CIRM Univer-
sité Aix-Marseille (France).

Conferences organized
September 2017 VDS Interscience Symposium, University of Vienna (Austria).

Peer reviewed publications
[C3] Higher derivations of modules and the Hasse-Schmidt module (with L Narváez-Macarro),
2020, to appear in Mich. Math. J., 13 pp.

Non-peer reviewed publications (recently submitted)
[C2] Embedding codimension of the space of arcs (with T. de Fernex and R. Docampo), 2020,
submitted, 37 pp.
[C1] On the formal neighborhood of degenerate arcs (with H. Hauser), Preprint 2017, 9 pp.


	Introduction
	Completion and rings of formal power series
	Affine formal schemes
	Formal power series rings and filtrations
	Quasi-adic rings and the extended Cohen structure theorem
	Flatness of completion
	Standard bases and the division theorem
	Ideals of finite definition

	Differentials and derivations
	Higher derivations and the Hasse–Schmidt algebra
	Higher derivations of modules and the Hasse–Schmidt module
	The Zariski–Lipman–Nagata criterion and cancellation
	Minimal formal models of algebraic varieties
	Embedding codimension

	Arc spaces and their singularities
	Jets and arcs
	Differentials on jet and arc spaces
	Generic projections and embedding codimension of arc spaces
	On the Drinfeld–Grinberg–Kazhdan theorem
	Efficient embeddings of the formal model
	Applications to birational geometry

	References
	Appendix
	Abstract deutsch
	Abstract englisch
	Curriculum Vitae


